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#### Abstract

One of the most brilliant branches of modern mathematics and computer applications is graph theory. Graph domination problem has become an extremely important research branch of graph theory in recent times. For instance, determining whether a graph has an induced matching that dominates its edges is a known problem of edges dominating set. Such problems are considered as NP-hard problems. There is, therefore, a growing interest towards finding new algorithms to produce better and more efficient results. In this paper, a new polynomial time algorithm is proposed to determine the set of edge domination. The generalized relations between graph properties (vertices, edges, regularity, and dominating edges) are deduced and abstracted in some important theoretical results, lemmas, propositions, and theorems. One field of applications for this type of domination is a secret sharing scheme. It is implemented to demonstrate its applicability and efficiency.
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## Introduction

0mination in graph theory is a natural model for many location problems in operations research [1]. Historically, the first domination-type problems came from chess in 1850s [2].
The study of domination in graphs was further developed in the late 1950s and 1960s Berge [3] wrote a book on graph theory, in which he introduced the "coefficient of external stability," that is now known as the domination number of a graph [4]. Ore [5] introduced the terms "dominating set" and "domination number" in his book on graph theory. The problems of domination in graphs were studied in more detail around 1964 by brothers, Yaglom et al [6]. An excellent treatment of the fundamentals of domination is given in the1972 in the book by Haynes [7].

Later, Cockayne and Hedetniemi [8] published a survey paper in which the notation $\gamma(G)$ was first used for the domination number of a graph $G$. In the same year, the concept of edge domination was introduced by Mitchell and Hedetniemi [9]. In 1980, Yannakakis and Gavril [10] proved that the edge dominating set problem for graph is NPcomplete, even when restricted to planar or bipartite of maximum degree 3. They introduced an algorithm for finding minimum independent edge dominating sets in trees based on the relationship between edge dominating sets and independent sets in a total graph. Problem of determining the total domination number for a graph to be NPcomplete was solved in 1984[see,11].

In 1995, Hwang and Chang [12] constructed the minimum edge dominating set $M E D$ by interchange edges. Let $(u, v)$ and $(v, w)$ be two adjacent edges in $M E D$ and let $S$ be the set of edges different from $(v, w)$ adjacent to $w$. It cannot be that $S \cap M E D=\emptyset$, or the elements of $M E D-\{(v, w)\}$ dominate all the elements of $S$, since in either case drop $(v, w)$ from $M E D$, thereby contradicting its minimality. Therefore, there is an edge $(w, z) \in S, z \neq v$, such that $(w, z)$ is dominated only by the edge $(v, w)$ of $M E D$. Hence, by replacing $(v, w)$ by $(w, z)$ in $E$, an edge dominating set of the same size can be obtained having fewer pairs of adjacent edges. Continuing in this way one obtains a minimum independent edge dominating set having $|M E D|$ elements.

Another algorithm for finding minimum independent edges dominating set dependent on tree $T(G)$ was introduced by Chang [12]. Fujito [13] investigated an approximate polynomial time of the edge dominating for unit-weighted graph. The edge dominating set problem is polynomially equivalent to the minimum maximal matching problem in either exact or approximate computation. Duckworth and Mans [14] used a covered vertex to construct an algorithm to find the minimum independent edge set. Duckworth and Wormald [15] used a search-tree technique based on enumeration minimal vertex cover. They introduced an efficient algorithm to determine an edge dominating set. Alon and Gutner[16] introduced an algorithm for finding a dominating set of fixed size in degenerated graphs. For a dense graph, Cardinal and et al. [17] improved approximation bounds for edge dominating set. Rooij and Bodlaender [18] introduced exact algorithms for edge domination, which combines enumeration approaches of minimal vertex covers in the input graph with the branches and reduces paradigm. Xiao and Nagamochi[19] improved parameterized algorithm for the edge dominating set problem.

Throughout this paper, we consider simple graphs that are connected, regular, unweighted, and undirected. In addition to this section that introduces the related work on
the domination sets, the paper consists of 5 other sections. Section 2, presents the theoretical concepts, the proposed algorithm with an illustrative example is discussed in Section 3. In Section 4, the theatrical results are introduced. The application of the proposed algorithm in secret sharing scheme is presented in Section 5. Section 6, then concludes the papers.

## 1. Theoretical Concepts

A graph or an undirected graph $G$ is an ordered pair $G=(V ; E)$ where $V$ is a set of elements, which are called vertices or nodes, and $E$; is a set of unordered pairs of distinct vertices called edges or lines. The cardinality of $V(G)$ and $E(G)$ is the order of $G$ (i.e. $|V(G)|=n$ ) and the size of $G$, respectively. A graph $G$ is said to be $r$-regular if every vertex in $V(G)$ has a degree $r$ (i.e. each vertex is adjacent to precisely $r$ other vertices in $G$ ); the degree of the edges being the sum of the degrees of its endpoints. A simple connected graph without cycle denoted a tree, and a vertex $u$ in a connected graph $G$ is said to be cut vertex if the removal of $u$ leads $G$ to be disconnected. For other basic graph-theoretical definitions, we refer the reader to [3,7, 20].

A subset $D$ of $V$ is called a dominating set of $G$ if every vertex not in $D$ is adjacent to some vertex in $D$. The domination number $\gamma(G)$ of $G$ is the minimum cardinality taken over all dominating sets of $G$. A dominating set $I D$ is called an independent dominating set if no two vertices of $D$ are adjacent. The independent domination number $I D(G)$ of $G$ is the minimum cardinality takes over all independent dominating sets of $G$ [21]. A set of minimum independent dominating vertices of an $r$-regular graph of order $n$ is $\left[\frac{n}{r+1}\right][22]$.

A subset $E D$ of $E$ is called an edge dominating set of $G$ if every edge not in $E D$ is adjacent to some edge in $E D$. The edge domination number $E D(G)$ of $G$ is the minimum cardinality taken over all edge dominating sets of $G$. The maximum order of a partition of $E$ into edge dominating sets of $G$ is called the edge dominatic number of $G$ and is denoted by $E D M(G)$. An edge dominating set $E D$ is called an independent edge dominating set $I E D$ if no two edges are adjacent. The independent edge domination number $\operatorname{IED}(G)$ of $G$ is the minimum cardinality taken over all independent edge dominating sets of $G$. The edge independent number $I E D^{\prime}(G)$ is defined to be the number of edges in a maximum independent set of edges of $G$ [10].


Figure (1) IED sets
A domination polynomial of vertices and edges, such that, the vertex domination polynomial of a given graph $G$ is $D_{0}(G, x)=\sum_{i=\gamma_{0(G)}}^{n} d_{0}(G, i) x^{i}$, where $d_{0}(G, i)$ is the number of vertex dominating set of $G$ with size $I$, and $\gamma_{0(G)}$ is the vertex domination number of $G$. However, the edge domination polynomial of $G$ is the polynomial
$D_{1}(G, x)=\sum_{i=\gamma_{1(G)}}^{|E(G)|} d_{1}(G, i) x^{i}$, where $d_{1}(G, i)$ is the number of edge dominating set of $G$ with size $I$, and $\gamma_{1(G)}$ is the edge domination number of $G$. The edge domination polynomial of $G$ is equal to the vertex domination polynomial of a line graph, see [23, 24].

A set of edges M of a graph $G=(V, E)$ is called a matching if no two of its elements are adjacent. A matching is maximal if no other edges can be added to it. An independent edge dominating set IED is in fact a maximal matching [12]. The size of the minimum edge dominating set of a graph $G$ is equal to the size of its maximal matching.

## 2. The Proposed Algorithm

This algorithm is designed to find the edge dominating sets with their numbers in the r-regular graph $G=(V, E)$, where $|V|=n$, and $|E|=m$. The process depends on the adjacent matrix of edges, such that for each edge in the graph, the set of its adjacent edges is computed, as well as, the adjacent set $A_{k}$ of k- independent edges $I_{k}=$ $\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}, k=2,3, \ldots, m$. The cardinality of $A_{k}$ is also computed. Hence, if $\left|A_{k}\right|=$ $m-\left|I_{k}\right|$, then the minimum independent edge dominating set is determined. All the above concepts are presented in the following algorithm:
The Algorithm
Input the number of vertices $n$, the number of edges $m$, the regular degree $r$, the adjacent matrix of edges
$A E=a_{i j}=\left\{\begin{array}{cc}1 & \text { if } e_{i} \text { adjacent } e_{j} \\ 0 & \text { otherwise }\end{array}\right.$.
Output the minimum independent dominating edges $I D E_{l}$, and $\left|I D E_{l}\right|$ with the number 1.

Compute $l=\left\lceil\frac{m}{(2 r-1)}\right\rceil$
For $i=1$ to $m$
Compute $A(i)$ the adjacent set of edge $e_{i}$, such that $A(i)=\left\{e_{j}\right.$ if $\left.a_{i j}=1\right\}$,
For $i_{1}=1$ to $m$
For $i_{2}=1$ to $m$

For $i_{l}=1$ to $m$
Construct a matrix
$A_{l}=a_{l}\left(i_{1}, i_{2}, \ldots, i_{l}\right)=$
$\left\{\begin{array}{ccc}1 & \text { if } & e_{i_{1}}, e_{i_{2}}, \ldots, e_{i_{2}} \text { are adjacent } \\ 0 & \text { if } & i_{1}=i_{2}=\cdots=i_{l} \\ A\left(i_{1}\right) \cup A\left(i_{2}\right) \cup \ldots \cup A\left(i_{l}\right) & & \text { otherwise }\end{array}\right.$,
If $a_{l}\left(i_{1}, i_{2}, \ldots, i_{l}\right)=m-l$, then $N=N+1$, and $I E D_{l}$ is $a_{l}\left(i_{1}, i_{2}, \ldots, i_{l}\right)$, End For $i_{l}$.

## End For $i_{2}$

End For $i_{1}$
$N_{1}=\frac{N}{2}$, the number of edge dominating sets.
End.

## Example:

Let $G$ be a 3- regular simple graph, given in Figure 2 below. The above algorithm is applied to find the minimum edge dominating sets, the cardinality of each set, in addition to the number of all of them as follows:


## Figure (2) 3-regular graph

The incident matrix $A E=a_{i j}$ for the graph in Figure 2 is:

$$
A E=\begin{gathered}
e_{1} \\
e_{2} \\
e_{1} \\
e_{2} \\
e_{3} \\
e_{4}
\end{gathered}\left(\begin{array}{ccccccccc}
0 & 1 & 0 & e_{4} & e_{5} & e_{6} & e_{7} & e_{8} & e_{9} \\
e_{5} \\
e_{5} & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\
e_{6} \\
e_{7} \\
e_{8} \\
e_{9}
\end{array}\left(\begin{array}{lllllllll} 
\\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0
\end{array}\right)\right.
$$

Compute $l=2$,
In Table 1 , the adjacent edges $A(i)$ for all edges $e_{i}, i=1,2, \ldots, 9$ are found in such a way that when $a_{i j}=1$ in the row $r_{i}$, the edge $e_{j}$ is adjacent, or is an element in $A(i)$.

Table (1) Adjacent edges to $\boldsymbol{e}_{\boldsymbol{i}}$.

| $i=1$ | $A(1)=\left\{e_{2}, e_{6}, e_{7}, e_{8}\right\}$ |
| :--- | :--- |
| $i=2$ | $A(2)=\left\{e_{1}, e_{3}, e_{8}, e_{9}\right\}$ |
| $i=3$ | $A(3)=\left\{e_{2}, e_{4}, e_{7}, e_{9}\right\}$ |
| $i=4$ | $A(4)=\left\{e_{3}, e_{5}, e_{7}, e_{9}\right\}$ |
| $i=5$ | $A(5)=\left\{e_{4}, e_{6}, e_{8}, e_{9}\right\}$ |
| $i=6$ | $A(6)=\left\{e_{1}, e_{5}, e_{7}, e_{8}\right\}$ |
| $i=7$ | $A(7)=\left\{e_{1}, e_{3}, e_{4}, e_{6}\right\}$ |
| $i=8$ | $A(8)=\left\{e_{1}, e_{2}, e_{5}, e_{6}\right\}$ |
| $i=9$ | $A(9)=\left\{e_{2}, e_{3}, e_{4}, e_{5}\right\}$ |

The adjacent matrix $A_{2}\left(i_{1}, i_{2}\right)$, is constructed, in Table 2, in such a way that the entry $a_{2}\left(i_{1}, i_{2}\right)$ is the union of the sets $A\left(i_{1}\right)$, and $A\left(i_{2}\right)$. Compute the number of edges in each entry $a_{2}\left(i_{1}, i_{2}\right)$ of Table 2 , such that, the entry with the cardinality 7 (the bold entry) represents the set of adjacent edges to $e_{i_{1}}$, and $e_{i_{2}}$. Therefore, the edges $e_{i_{1}}$ and $e_{i_{2}}$ are the dominating set in this graph. In fact, they are independent due to the zero entry $a_{i j}$ in the adjacent matrix.

Table (2)The adjacent edges to $e_{i_{1}}$ and $e_{i_{2}}, i_{1}, i_{2}=1,2, \ldots, 9$.

|  | A(1) | A(2) | A(3) | A(4) | A(5) | A(6) | A(7) | A(8) | A(9) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A(1) | 0 | 1 | $\left\{e_{2}\right.$, <br> $e_{4}, e_{6}$, <br> $\left.e_{8}, e_{9}\right\}$ | $\begin{aligned} & \left\{e_{2},\right. \\ & e_{3}, e_{5}, \\ & e_{6}, e_{7}, \\ & \left.e_{8}, e_{9}\right\} \end{aligned}$ | $\begin{aligned} & \left\{e_{2}\right. \\ & e_{4}, e_{6} \\ & e_{7}, e_{8} \\ & \left.e_{9}\right\} \end{aligned}$ | 1 | 1 | 1 | $\begin{aligned} & \left\{e_{2},\right. \\ & e_{3}, e_{4}, \\ & e_{5}, \\ & e_{6}, e_{7}, \\ & \left.e_{8}\right\} \\ & \hline \end{aligned}$ |
| A(2) | 1 | 0 | 1 | $\begin{aligned} & \left\{e_{3}, e_{4}\right. \\ & e_{5}, e_{7} \\ & \left.e_{9}\right\} \end{aligned}$ | $\begin{aligned} & \left\{e_{4},\right. \\ & e_{6}, e_{7} \\ & \left.e_{8}, e_{9}\right\} \end{aligned}$ | $\begin{aligned} & \left\{e_{1}, e_{4},\right. \\ & e_{5}, e_{7}, \\ & \left.e_{8}, e_{9}\right\} \end{aligned}$ | $\begin{aligned} & \left\{\quad e_{1},\right. \\ & e_{3}, e_{4}, \\ & e_{6}, e_{7}, \\ & \left.e_{9}\right\} \end{aligned}$ | 1 | 1 |
| A(3) | $\begin{aligned} & \left\{e_{2},\right. \\ & e_{4}, e_{6}, \\ & e_{7}, e_{8}, \\ & \left.e_{9}\right\} \end{aligned}$ | 1 | 0 | 1 | $\left\{e_{2}, e_{4}\right.$, $e_{6}, e_{7}$, $\left.e_{8}, e_{9}\right\}$ | $\begin{aligned} & \left\{e_{1}, e_{2},\right. \\ & e_{4}, \\ & e_{5}, e_{7}, \\ & \left., e_{8}, e_{9}\right\} \end{aligned}$ | 1 | $\begin{aligned} & \left\{e_{1}, e_{2},\right. \\ & e_{4}, \\ & e_{5}, e_{6} \\ & \left.e_{7}, e_{9}\right\} \end{aligned}$ | 1 |
| A(4) | $\begin{aligned} & \left\{e_{2},\right. \\ & e_{3}, e_{5} \\ & e_{6}, e_{7} \\ & \left.e_{8}, e_{9}\right\} \end{aligned}$ | $\begin{aligned} & \left\{e_{2}, e_{3},\right. \\ & e_{5}, e_{7}, \\ & \left.e_{9}\right\} \end{aligned}$ | 1 | 0 | 1 | $\begin{aligned} & \left\{e_{1}, e_{3}\right. \\ & e_{5}, e_{7} \\ & \left., e_{8}, e_{9}\right\} \end{aligned}$ | 1 | $\begin{aligned} & \left\{e_{1}, e_{2}\right. \\ & e_{3}, e_{5}, \\ & e_{6}, e_{7} \\ & \left.e_{9}\right\} \end{aligned}$ | 1 |
| A(5) | $\begin{aligned} & \left\{e_{2},\right. \\ & e_{4}, e_{6}, \\ & e_{7}, e_{8}, \\ & \left.e_{9}\right\} \end{aligned}$ | $\begin{aligned} & \left\{e_{2}, e_{4},\right. \\ & e_{6}, e_{7}, \\ & \left.e_{8}, e_{9}\right\} \end{aligned}$ | $\begin{aligned} & \left\{e_{2}, e_{4},\right. \\ & e_{6}, e_{7}, \\ & \left.e_{8}, e_{9}\right\} \end{aligned}$ | 1 | 0 | 1 | $\begin{aligned} & \left\{e_{1}, e_{3},\right. \\ & e_{4}, e_{6} \\ & \left.e_{8}, e_{9}\right\} \end{aligned}$ | 1 | 1 |
| A(6) | 1 | $\left\{e_{1}, e_{4}\right.$, $e_{5}, e_{7}$, $\left.e_{8}, e_{9}\right\}$ | $\begin{aligned} & \left\{e_{1}, e_{2},\right. \\ & e_{4}, \\ & e_{5}, e_{7} \\ & \left., e_{8}, e_{9}\right\} \end{aligned}$ | $\begin{aligned} & \left\{e_{1}, e_{2},\right. \\ & e_{5}, e_{7}, \\ & \left., e_{8}, e_{9}\right\} \end{aligned}$ | 1 | 0 | 1 | 1 | $\begin{aligned} & \left\{e_{1},\right. \\ & e_{2}, e_{3}, \\ & e_{4}, e_{5}, \\ & \left.e_{7}, e_{8}\right\} \end{aligned}$ |
| A(7) | 1 | $\begin{aligned} & \hline\left\{e_{1},\right. \\ & e_{3}, e_{4}, \\ & e_{6}, e_{7}, \\ & \left.e_{9}\right\} \end{aligned}$ | 1 | 1 | $\begin{aligned} & \left\{e_{1}, e_{3}\right. \\ & e_{4}, e_{6} \\ & \left.e_{8}, e_{9}\right\} \end{aligned}$ | 1 | 0 | $\begin{aligned} & \left\{e_{1},\right. \\ & e_{2}, e_{3}, \\ & e_{4}, \\ & \left.e_{5}, e_{6}\right\} \end{aligned}$ | $\begin{aligned} & \left\{e_{1},\right. \\ & e_{2}, e_{3}, \\ & e_{4}, \\ & \left.e_{5}, e_{6}\right\} \end{aligned}$ |
| A(8) | 1 | 1 | $\begin{aligned} & \left\{e_{1}, e_{2}\right. \\ & e_{4}, \\ & e_{5}, e_{6} \\ & \left.e_{7}, e_{9}\right\} \end{aligned}$ | $\begin{aligned} & \left\{e_{1}, e_{2}\right. \\ & e_{3}, e_{5} \\ & e_{6}, e_{7} \\ & \left.e_{9}\right\} \end{aligned}$ | 1 | 1 | $\begin{aligned} & \left\{e_{1},\right. \\ & e_{2}, e_{3}, \\ & e_{4}, \\ & \left.e_{5}, e_{6}\right\} \end{aligned}$ | 0 | $\begin{aligned} & \left\{e_{1}, e_{2}\right. \\ & e_{3}, e_{4} \\ & \left.e_{5}, e_{6}\right\} \end{aligned}$ |
| A(9) | $\begin{aligned} & \left\{e_{2},\right. \\ & e_{3}, e_{4}, \\ & e_{5}, e_{6}, \\ & \left.e_{7}, e_{8}\right\} \\ & \hline \end{aligned}$ | 1 | 1 | 1 | 1 | $\begin{aligned} & \left\{e_{1},\right. \\ & e_{2}, e_{3}, \\ & e_{4}, e_{5}, \\ & \left.e_{7}, e_{8}\right\} \\ & \hline \end{aligned}$ | $\begin{aligned} & \left\{e_{1},\right. \\ & e_{2}, e_{3}, \\ & e_{4}, \\ & \left.e_{5}, e_{6}\right\} \\ & \hline \end{aligned}$ | $\begin{aligned} & \left\{e_{1}, e_{2},\right. \\ & e_{3}, e_{4} \\ & \left.e_{5}, e_{6}\right\} \end{aligned}$ | 0 |

In each steps, $N$ will be computed. If $N=12$, such that, $N_{1}$ is the independent edge dominating sets in the given graph.

## 3. Theoretical Analysis

Table(3) is constructed from the proposed algorithm for edge dominating set. It tabulates the relations between the number of vertices, edges, regularity, and number of edge dominating set. Based on these values, important generalized relations are abstracted in some important lemmas, propositions, and theorems, as follows:

Table(3) The cardinality of the edge dominating set

| Ver. | $r=2$ |  | $r=3$ |  | $r=4$ |  | $r=5$ |  | $r=6$ |  | $r=7$ |  | $r=8$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \mathrm{no} . \\ \mathrm{E} \end{gathered}$ | MID | $\begin{gathered} \text { no. } \\ \text {. } \end{gathered}$ | MID | $\begin{gathered} \hline \text { no. } \\ \mathrm{E} \end{gathered}$ | MID | $\underset{\mathrm{E}}{\mathrm{no}}$ | MID | $\begin{gathered} \mathrm{no} . \\ \mathrm{E} \end{gathered}$ | MID | $\begin{gathered} \text { no. } \\ \text {. } \end{gathered}$ | MID | $\begin{gathered} \text { no. } \\ \text {. } \end{gathered}$ | MID |
| 4 | 4 | 2 | 6 | 2 |  |  |  |  |  |  |  |  |  |  |
| 5 | 5 | 2 | - | - | 10 | 2 |  |  |  |  |  |  |  |  |
| 6 | 6 | 2 | 9 | 2 | 12 | 2 | 15 | 2 |  |  |  |  |  |  |
| 7 | 7 | 3 | - | - | 14 | 2 | - | - | 21 | 2 |  |  |  |  |
| 8 | 8 | 3 | 12 | 3 | 16 | 3 | 20 | 3 | 24 | 3 | 28 | 3 |  |  |
| 9 | 9 | 3 | - | - | 18 | 3 | - | - | 27 | 3 | - | - | 36 | 3 |
| 10 | 10 | 4 | 15 | 3 | 20 | 3 | 25 | 3 | 30 | 3 | 35 | 3 | 40 | 3 |
| 11 | 11 | 4 | --- | -- | 22 | 4 | -- | -- | 33 | 3 | - | - | 44 | 3 |
| 12 | 12 | 4 | 18 | 4 | 24 | 4 | 30 | 4 | 36 | 4 | 41 | 4 | 48 | 4 |
| 13 | 13 | 5 | -- | -- | 26 | 4 | - | - | 39 | 4 | - | - | 52 | 4 |
| 14 | 14 | 5 | 21 | 5 | 28 | 4 | 35 | 4 | 42 | 4 | 48 | 4 | 56 | 4 |
| 15 | 15 | 5 | - | - | 30 | 5 | - | - | 45 | 5 | - |  | 60 | 4 |
| 16 | 16 | 6 | 24 | 5 | 32 | 5 | 40 | 5 | 48 | 5 | 56 | 5 | 64 | 5 |
| 17 | 17 | 6 | - | - | 34 | 5 | - | - | 51 | 5 | - | - | 68 | 5 |
| 18 | 18 | 6 | 27 | 6 | 36 | 6 | 45 | 5 | 54 | 5 | 63 | 5 | 72 | 5 |
| 19 | 19 | 7 | - | - | 38 | 6 | - | - | 57 | 6 | - | - | 76 | 6 |
| 20 | 20 | 7 | 30 | 6 | 40 | 6 | 50 | 6 | 60 | 6 | 70 | 6 | 80 | 6 |

Lemma 4.1: Let $G=(V ; E)$ be a simple graph of order $|V|=n$, if the minimum independent edge domination set $I E D$, with $|I E D|=2$, then $\sum_{i=1}^{4} \operatorname{deg}\left(v_{i}\right)=m-2$, where each edge in IED incident on $v_{i}$. Moreover, if $G$ is regular, then $\operatorname{deg}\left(v_{i}\right) \geq \frac{n}{2}-1$.
Proof: Let $G$ be a simple graph of order $n$, with $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$, and size $m$, with $E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$. Since $|I E D|=2$, (say $e_{1}$, and $e_{2}$ ), then $e_{1}$, and $e_{2}$ are non-adjacent edges in $G$, but they are adjacent to $e_{3}, e_{4}, \ldots, e_{m}$. Therefore, $e_{1}, e_{2}$ are adjacent to $(m-2)$ edges in $G$. Let $v_{1}, v_{2}, v_{3}, v_{4}$ be the vertices incident on $e_{1}$, and $e_{2}$, then these two vertices are adjacent to $(n-4)$ vertices. Hence, $\sum_{i=1}^{4} \operatorname{deg}\left(v_{i}\right)=2(n-4)+4=$ $2 n-4$. It is obvious that, for a regular graph, $\operatorname{deg}\left(v_{i}\right)=\frac{n}{2}-1$.
Proposition 4.2: The cardinality of minimum independent edge dominating set of an $r$ regular simple graph is $|I E D|=\left\lceil\frac{r n}{2(2 r-1)}\right\rceil$.

Proof: Since minimum independent dominating set of vertices for an $r$-regular graph is $\left\lceil\frac{n}{r+1}\right\rceil$, and the degree of edge is $2(r-1)$, also the number of edges is $\frac{r n}{2}$, we obtained that $|I E D|=\left\lceil\frac{r n}{2(2 r-1)}\right\rceil$, which represents the number of independent edge dominating sets in $G$.
Lemma 4.3: The sequence of the edge dominating set for 2-regular and simple graph $G=(V, E)$ of order $n=3 i+1, i=1,2, \ldots$, in each three consecutive places are equal.
Proof: Since $|I E D|=\left\lceil\frac{r n}{2(2 r-1)}\right\rceil$ (by proposition 5.2), and $r=2$, then for 2-regular graph the number of dominating set is $\left\lceil\frac{n}{3}\right\rceil$, such that $|I E D|$ for each three consecutive sequence are equals i.e. $2,2,2,3,3,3,4,4,4,5,5,5, \ldots$.
Proposition 4.4: There is no edge dominating set of cardinality two for $n \geq 8$.
Proof: The lemma is proven for $n=8$ and its true for a graph of order $n \geq 8$. For $n=8$ the regular degree can be $2,3,4,5,6,7$; all of these cases are discussed as follows:

For $r=2$, then $m=8$, if we assume that $|I E D|=2$, then each edge is adjacent to only two edges. Therefore, the graph possesses four other edges in addition to the two independent edges dominated. Hence, the total number of the edges is six, which is a contradiction with $m=8$, as illustrated in Figure 3(a).

For $r=3, m=12$ and $|I E D|=2$, the two independent edges in this case are adjacent to eight other edges, but since the total number of edges in $G$ is twelve, which leads a contradiction, also see Figure 3(b). A similar contradiction is obtained for the other remaining cases $r=4,5,6,7$ as illustration in Figure 3(c-f).


Figure (3) Independent dominating edge set of graphs of order 8.
Theorem 4.5: Let $G=(V, E)$ be a simple regular graph of order $|V|=n$, and size $|E|=m$.

- If the size of $G$ is a prime number, and $r=2$, then there exists a minimum independent edge dominating set $I E D$, with $|I E D|=\left\lceil\frac{m}{3}\right\rceil$.
- If $r>2$, and $m$ is any integer, such that $\operatorname{gcd}(r, m)>1$, then there exist a minimum independent edge dominating set in $G$.
Proof: Let $G=(V, E)$ be a simple $r$-regular graph, of order $n$, and size $m$.
- Also, let $m$ be a prime number, if $r=2$, then $\operatorname{deg}\left(v_{i}\right)=2$, for $v_{i} \in G$. Each edge $e \in E$ is adjacent to two edges, then the number of independent set of cardinality three is $\frac{n}{3}$, but since $m$ is prime then $n$ is also prime, and $\frac{n}{3}$ cannot be an integer number. Therefore, it must be at least one edge is in common between two sets, and $|I E D|=\left\lceil\frac{n}{3}\right\rceil$.
- If $\operatorname{gcd}(r, m)=1$, and since the summation of the degrees of vertices for a regular graph is $r n$, and this sum equals twice the number of edges, in this case the number of vertices is $\frac{2 m}{r}$, which is a rational number. This is a contradiction since $n$ is an integer number. Hence, there is no graph that satisfies these conditions.

Proposition 4.6: Let $G=(V, E)$, be an $r$-regular graph, of order $|V|=n$, where $r>2$, and $|E|=m$, that has a minimum independent edge dominating set. If $r$ is an even number, then $\frac{r}{2}$ divide $m$. Otherwise $r$ divides $m$.
Proof: Let $G$ be an $r$-regular graph with a minimum independent edge dominating set.
For an even number $r, r=2 a$, since $m=\frac{r n}{2}$ ( the size $m$ equals to the summation of degrees of vertices divides by two), then $m=a \times n$. Therefore, $\frac{r}{2}$ divides m . For an odd number $r, 2 m=r n$, then $n$ must be even. Hence, $r$ divides $m$.

## 4. Applications

The variety of new parameters that can be developed from the basic definition of domination lead to their use in many applications, one of them is area of secret sharing scheme. Several approaches were developed to obtain an efficient implementation of a secret sharing scheme, where it is proven by Rajab et al. [22] that using domination property helps to improve the security and the efficiency of such systems. Secret sharing scheme refers to any method of distributing a secret among a group of participants, each of which allocates a share of the secret. The secret can only be reconstructed when the authorized shares are combined together; individual shares are of no use on their own. More formally, in a secret sharing scheme there is one dealer and $n$ players. The dealer shares a secret $S$ with the players, only when specific conditions are fulfilled. The dealer accomplishes this by giving each player a share in such a way that any group of $t$ (the threshold) or more players can together reconstruct the secret $K$ but no group of less than $t$ players can. The collection of subsets of participants who can reconstruct the secret in this way is called access structure $\Gamma$. $\Gamma$ is usually monotone, that is, if $X \in \Gamma$ and $X \subseteq X^{\prime} \subseteq P$, then $X^{\prime} \in \Gamma$. A minimal qualified subset $Y \in G$ is a subset of participants such that $Y^{\prime} \notin \Gamma$ for all $Y^{\prime} \subset Y, Y^{\prime} \neq Y$. The basis of $\Gamma$, denoted by $\Gamma_{0}$, is the family of all minimal qualified subsets. Let $2^{P}$ denoted the collection of all subsets of $P$. For any $\Gamma_{0} \subseteq \Gamma$, the closure of $\Gamma_{0}$ is defined as $c l\left(\Gamma_{0}\right)=\left\{X^{\prime}: \exists X \in \Gamma_{0}, X \subseteq X^{\prime} \subseteq P\right\}$. Therefore, an access structure $\Gamma$ is the same as the closure of its basis $\Gamma_{0}=\left(c l\left(\Gamma_{0}\right)\right)$. The first step in the distribution of the key is to determine an appropriate field for the subsequent modular arithmetic. Because of this, an appropriate prime value $q$ is needed, so that the needed arithmetic can be performed in Galois field.

The shares are assigned to participants. When a group of $t$ elements coordinate their shares together, they can use their given $x$ and $y$ values. Each person will then create an equation with $t$ unknown values of $a_{i}$. Through key reconstruction by all the participants, t different equations are generated. This system of equations can solved. Through the unique values of $a_{i}$, system will provide a unique solution.

The characteristics of the graph are used in the perfect secrete sharing scheme, such as adjacent to the vertices, the degree of regular, and domination properties. Using the same attributes given in [22], the domination of edges is used to construct $\Gamma_{0}$, such
that each participant can be represented as an edge in the given graph, and a set of participants represent an element in $\Gamma_{0}$ if they correspond to a set of minimum independent edge that dominating other edges. After proving the applicability of this type of domination in the construction and reconstruction of secret sharing schemes, they have influenced the efficiency of these schemes. Since the desired purpose in secret sharing scheme is to get the length of the share as small as possible, the proposed scheme leads to an improved information rate. The comparison between vertices and edge domination is presented in Table (4)

Table (4) Comparison between vertices and edge domination

| No. <br> Ver. | No. <br> edges | Regular | domination |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Ver. | Edges |
| 4 | 4 | 2 | 2 | 2 |
| 12 | 12 | 3 | 3 | 3 |
| 14 | 14 | 4 | 3 | 2 |
| 20 | 20 | 5 | 4 | 3 |
| 27 | 27 | 6 | 5 | 3 |
| 35 | 35 | 7 | 5 | 3 |
| 48 | 48 | 8 | 6 | 4 |

## Conclusions

The algorithm for finding minimum independent edge domination set IED based on the adjacency matrix of edges is proposed in this paper. The determination of the number of different $I E D$ in a regular graph is presented. Important theoretical results for minimum independent edge dominating set in a regular graph are established as being dependent on the relation between the order, size, and regularity of the graph. These sets are applied in a perfect secrete sharing scheme to construct the basis of such systems. By some experiments, an improvement in the information rate of these schemes is demonstrated.
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