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H I G H L I G H T S   A B S T R A C T  
• The movement of the 5 DOF robotic arm 

was controlled through the geometric 
approach in inverse kinematics analysis 

• HSV color space, a series of filters (Median, 
Bilateral, and Gaussian), and the draw-
contour method to discover objects’ colors, 
shapes, and centroid were implemented. 

• The shapes and colors of the objects in 
different lighting conditions ranging from 5 
to 7000 lux with an accuracy of 93.83% 
were discovered. 

 The main contribution of this paper is to develop an innovative algorithm to 
accurately detect and identify the shape and color of objects under various light 
intensities and find their location to be manipulated by a pick-and-place robotic 
arm. Workpieces of various shapes and colors are dispersed on the robot's work 
plane and manipulated according to its specifications. The proposed algorithm 
utilizes the HSV color model to distinguish between different object colors and 
shapes. The S channel is used to detect the shapes of objects. After that, a series 
of filters (Median, Bilateral, and Gaussian) are applied to reduce the noise of the 
segmented image to make the process of discovering the shape and coordinates 
of the objects successful. The draw-contour method is used to discover the 
object’s shapes. After the shape of the object is discovered, the centroid 
coordinates are calculated. After extensive testing on 354 images that are 
captured in various lighting conditions in the range of (5-7000 lux), the overall 
system performance of 93.83% is achieved, and the average execution time is 
2.21s. Finally, we had a dependable flexible automatic pick and place system that 
could correctly detect and identify the objects based on their features. 

A R T I C L E  I N F O  

Handling editor: Omar Hassoon 

Keywords:  
Robot vision; Raspberry pi; Arduino; different 
illumination conditions; HSV. 

1.  Introduction 
In the field of industrial applications, with the invention and evolution of the industrial revolution, industries now have a 

wide range of robotic systems, the majority of which perform tedious tasks. Thus, Cognitive abilities must be added to create 
more intelligent systems and eliminate the tedious behavior of manipulators [1] s. In these applications, there is a need for 
object recognition systems where different objects of variable shapes and sizes should be handled [2].  For this reason, 
computer vision has grown in popularity in industrial applications of robotic arms such as packaging, sorting, and others [3]. 
Where Image-based systems can automate this application by controlling the industrial robotic arms [4].  

To implement the object recognition process, Perfect lighting is required for system operation. The lighting system is one 
of the most important factors that affect features from extraction from captured images [5]. Thus, the change in the intensity of 
the lighting will hinder the process of image processing and thus impede the process of picking up and location. The real 
challenge is how to improve automated system applications which can work in different light conditions [6]. 

Furthermore, low light is a challenging environment for image processing and computer vision tasks, either in contrast 
enhancement for better visibility and quality, or application-oriented tasks such as detection [7]. Moreover, images and videos 
captured under weak illumination conditions often suffer from noticeable degradation of visibility, brightness, and contrast. 
Existing methods show limitations when they are used to enhance weakly illuminated images, especially for the images 
captured under diverse illumination circumstances [8]. Therefore, computer vision algorithms that can assist in such conditions 
are highly valuable [7]. 

The rest of this paper is organized as follows. Section 2 introduces the related works and the motivation for this research. 
Materials and Methods are presented in Section 3. Section 4 detailed the proposed algorithm. Section 5 discusses the results 
and finally, Conclusions are given. 
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2. Related Works 
Recent years have shown extensive research interest in the development of image processing in industrial robotic 

applications to detect the color and geometric shape of products for sorting operations. Kumar et al. [9] developed the image 
processing algorithm for a pick-and-place robotic arm to sort objects based on their types and coordinates.  Qul’am et al. [10] 
discussed the use of the edge detection method as visual input for a 4 DOF robot manipulator tasked with picking and placing a 
tomato among three other objects. Chakole and Ukani [11] Described and explained a vision-based pick-and-place robot using 
an industrial ABB IRB 140 robot and a web camera.  Shankar et al. [12] combined image processing with robotic arms to 
identify the colors of objects and classify them appropriately. Ali et al. [13] presented a robotic arm-based vision-based 
autonomous object sorting system using an industrial robot named ScorbotER 9Pro. Abbas et al. [3] presented an image-
processing-based mechatronic sorting system. Hameed et al. [14] presented a method for identifying and determining the 
orientation of an object in a scene.  

2.1 Motivation 
Although these research and excellent works have reviewed the methods of object detection, and have shown good 

performance, especially in controlled conditions. Nevertheless, accurate detection is still hard to do in uncontrolled conditions. 
No research presents a complete method of the existing different methods in the case of different light intensities. While the 
lighting system is one of the most important factors affecting feature extraction from the captured image [5]. Motivated by 
these studies, the present study aimed to design an efficient robotic system that can recognize an object in various light 
conditions. According to the proposed system, the developed algorithm is used for color and shape detection in different light 
conditions from captured images and the details are presented in section 4. 

3. Materials and Methods 
In this section, the developed algorithm is described. This algorithm is used to detect the color and shape of captured 

images in different light conditions to provide an intelligent system for the pick-and-place robotic process. The details of this 
proposed system are explained detailed in the following subsections.  

3.1 Pick and Place Robotic System  
The main objective of this research is to control the robotic arm to perform exact movements for picking up color (red, 

blue, green, and orange) objects with different geometric shapes (square, cylinder, and rectangle) from the conveyor belt and 
put it into an assigned discharge station.  

In this work, a webcam mounted above the conveyor belt and connected via USB to an RPi is used as a sensor input. The 
images of the object captured by the camera were sent to a Python program to extract the shape, color, and centroid of the 
objects, as outlined in Section 4. A block diagram of the essential components of a robotic system is depicted in Figure 1. 

 
Figure 1: The block diagram of the robotic system’s essential components 

Two controllers RPi /Arduino are used in the master/slave configuration to perform the automated process. The RPi takes 
a command from the user to start the automated process and passes this command to Arduino through serial communication 
between them. After that, the Arduino starts performing the predefined pick and place process. The 5 DOF robotic arm is used 
to perform the pick and place process. The coordinate frame assignment is shown in Figure 2, while table 1 indicates the DH 
parameter of the arm. When the moving object on the conveyor belt is being sensed by the IR sensor, the Arduino stops the 
movement of the conveyor belt. The ultrasonic sensor starts measuring the high of the object. After that Arduino sends a 
command to RPi to start image processing through python code to determine the object's shape and color, the details are 
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presented in subsection 4.1. Image processing output data are sent through the serial port to the robot controller (Arduino) to 
perform pick operation through the inverse kinematic and place the object in the desired position.   

 
Figure 2: Coordinate Frame Assignment 

Table 1: D-H parameters for the robotic arm 

link ɑi(mm) 𝜶𝜶i(degree) di(mm) 𝜃𝜃i(degree) 
1 0 90 105 𝜃𝜃 1 
2 105 0 0 𝜃𝜃 2 
3 100 0 0 𝜃𝜃 3 
4 0 90 0 𝜃𝜃 4 
5 0 0 150 𝜃𝜃 5 

To control the movement of this arm the geometric approach in inverse kinematics analysis, which is illustrated in the 
following section, is used to find the joint angles of the robotic arm.  

3.1.1 Inverse kinematic analysis 
Inverse kinematics is concerned with determining the required joint angles to accomplish a specific end-effector location 

and orientation in Cartesian space. When the final position and orientation of the end-effector are specified, inverse kinematics 
can be calculated using a geometric approach with the input data (a2, a3, d1, d5):  

 
Figure 3: The 4-link articulated robot [15] 

From Figure 3 the relation between (θ2, θ3 and θ4) is: 

 𝜃𝜃234 = θ2 + θ3 + θ4  (1) 

 

Where 𝜃𝜃234 can be calculated based on pitch wrist orientation angle ∅ 

   90 − 𝜃𝜃234 = ±∅  (2) 

The following steps are used to determine the articulated robot's joint angles:  

      𝑃𝑃𝑃𝑃𝑤𝑤 = 𝑃𝑃𝑃𝑃 + 𝑑𝑑5 sin ∅  
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The    𝑅𝑅𝑤𝑤 = �𝑃𝑃𝑃𝑃2 + 𝑃𝑃𝑃𝑃2 − 𝑑𝑑5 ∗ cos ∅  (4) 

         𝑁𝑁 = �( 𝑃𝑃𝑃𝑃𝑤𝑤 − 𝑑𝑑1)2 + 𝑅𝑅𝑤𝑤
2     (5) 

 
Figure 4: Top View of Robot 

 

Step1: Solution for 𝜃𝜃1  
From Figure 4, θ1 can be calculated from the following equation 

 θ1 = 𝑡𝑡𝑡𝑡𝑡𝑡−1 �𝑝𝑝𝑝𝑝
𝑝𝑝𝑝𝑝

�  (6) 

Step 2: Solution for 𝜃𝜃2  
By using the law of cosines:  

 𝜇𝜇 = 𝑐𝑐𝑐𝑐𝑐𝑐−1 �𝑁𝑁2+𝑎𝑎2
2−𝑎𝑎3

2 
2𝑎𝑎2𝑁𝑁

�  (7) 

 𝜆𝜆 = 𝑡𝑡𝑡𝑡𝑡𝑡−1 �𝑃𝑃𝑃𝑃𝑤𝑤−𝑑𝑑1
𝑅𝑅𝑤𝑤

�  (8) 

 𝜃𝜃2 = λ ∓  𝜇𝜇   (9) 

Step 3: Solution for 𝜃𝜃3  

 𝜃𝜃3 = ±𝑐𝑐𝑐𝑐𝑐𝑐−1 �𝑁𝑁2−𝑎𝑎2
2−𝑎𝑎3

2

2𝑎𝑎2𝑎𝑎3
�  (10) 

Step 4: Solution for𝜃𝜃4 

   θ4 = θ234-θ2-θ3  (11) 

 

Thus, the robotic arm joins angles can be determined by utilizing the above equations with the known variables (d1, d5, a2, 
and a3), In addition to the known desired position Px, Py, Pz. 

4. Image Processing and Feature Extraction Algorithm 
Image processing is the process of converting an image into a digital format and applying specific operations to it to obtain 

an improved image or information from it [16]. In this work, the implementation of the pick-and-place process depends on the 
results of the image processing. The results of image processing include the object's shape, color, and coordinates so that the 
Robotic Arm can perform the pick-and-place task. Shape recognition is based on the 2D image of the workpieces. While color 
recognition relies on the hue value of the HSV color model.  Additionally, the computation of the workpiece's centroid, which 
is used to identify the workpiece's location on the work plane, is presented. The software was developed in the Thonny python 
program in RPi using the OpenCV library. The block diagram of the image processing process is shown in Figure 5, while the 
flowchart of the image processing is depicted in Figure 6 and the details of this flowchart are explained detailed in the 
following subsections. 
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Figure 5: The block diagram of the image processing  

Figure 6: Flowchart of the image processing 
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4.1 Algorithm Description  
The proposed algorithm included three stages: a color detection stage, a shape detection stage, and a centroid detection 

stage. The color detection stage was performed using HSV color space analysis. The shape detection stage was performed 
using contour drawing techniques. The image processing steps are illustrated in the following subsections.  

4.1.1 Image acquisition 
Image acquisition is the first step in the work. A web camera with a maximum video resolution of 480 x 640 pixels and an 

effective photo resolution of 8 MP was used to acquire the images under a variety of illuminations and saved them in JPG 
format. A top-view camera position was adopted and the camera was mounted above the conveyor belt. At a certain instant, it 
captured the image of the objects placed on the conveyor belt in front of the robot. The objects were wood objects with several 
shapes, sizes, and colors as shown in Figure 7.  

 
Figure 7: Pick and place robotic system with the test objects 

4.1.2 Image pre-processing  
Following image acquisition is image preprocessing. Original camera images are frequently required to be pre-processed 

to facilitate image segmentation [17]. Pre-processing steps are applied to enhance the visual appearance for image 
segmentation. The image pre-processing steps used for this project are image cropping, color conversion, and image filtering. 

4.1.2.1 Cropping  
Cropping is a technique that splits a given image into small regions to obtain a more easily processed image representation. 

This splitting process allows unwanted parts of the images to be removed, leaving only the object of interest [18]. In this work, 
the image is cropped to 240x240 pixels to remove the unwanted parts that appear in the image and influence the extraction 
process like threshold, contour drawing, and color detection.  

4.1.2.2 Color Conversion   
 In this work, mapping from BGR to HSV is chosen due to its uncorrelated Color Space, which means that the 

modification to one channel does not affect the image quality [19]. Furthermore, HSV yields better results for image 
segmentation than the RGB color space. Moreover, HSV images could be more suitable for feature extraction and 
classification purposes [20]. It is robust to illumination variation [17]. In addition, HSV-based detection is best suited for 
simple images with uniform backgrounds. Moreover, if there is a lot of fluctuation in the value of the color information (hue 
and saturation), pixels with small and large intensities are not considered [21].  Figure 8 shows the split channel of the HSV 
color model.                 

The HSV color space channels are as follows: Hue: Describes a pure color. The lowest and highest values for the H space 
are and (0-180). While Saturation: Describes how much a pure color is diluted with white light. Value: Refers to the brightness 
of the color.  S and V have minimum and maximum values ranging from 0 to 255 [22]. For details, readers may refer to 
Reference [23]. 

 
          Source image                HSV image                  H Component                S Component              V Component 

Figure 8: The conversion from BGR to HSV color model 

Robotic arm 

Discharge station 

Web cam 

Conveyor belt 

Objects IR sensor 
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4.1.3 Color feature extraction 
In this work, the parts move on the conveyor belt and when they are detected by the IR sensor, the conveyor stops moving 

and the camera starts taking pictures to perform the image processing process. This means that the objects will stop at 
approximately the same place. Thus, a pixel on the image has been selected. The location of this pixel has been determined by 
trial and error method to ensure that it will be within all objects.  

To extract color information, the values of the channels H, S, and V of the previously selected pixels are read. The color 
information is extracted from the H channel. According to this value, the color is specified. If the value of the channel ranges 
from (4-18), it is marked as orange. If the channel reading is (19-32) it is marked as yellow. If the reading of the channel 
ranges (33-80) then it is distinguished as green. If the reading of the channel ranges (109-140) then it is distinguished as blue. 
If the reading of the channel ranges (0-3) or (168-180) then it is distinguished as red.  This value is selected based on 324 
tested images in the different light conditions as shown in Figure 9, in the range (5-7000 lux).  

 

Figure 9: Training images under different light illumination 

4.1.4 Shape feature extraction 
To extract the shape of the object, there are several steps should be applied to the image. These steps are image 

segmentation, noise filtering, and then drawing contouring to have the shape. All these steps are illustrated in the following 
subsections. 

4.1.4.1 Image segmentation  
One of the most crucial stages in artificial vision systems' object recognition is image segmentation [22]. It's a very 

important part of image analysis and computer vision [24]. It is the separation of an object of interest from its background. 
There are various methods of segmentation [25]. Thresholding is one of the most significant and efficient image segmentation 
tools [24]. It is commonly used as the first step in a variety of algorithms for image analysis, object representation, and 
visualization [26]. It should be noted that the majority of this technique's success stems from the fact that all environmental 
factors, including background colors and lighting, among others, are carefully monitored and controlled to produce the best 
outcomes [16]. Finding suitable threshold values is crucial for the threshold-based approach. An easy method for determining 
thresholds is based on empirical knowledge and produces a fixed threshold, but this fixed value is sensitive to changes in 
lighting and is only appropriate for specific applications [17].  

To make the proposed algorithm work well in a wide range of lighting conditions, there is a need for a dynamic and 
automatic threshold calculating approach to make the proposed algorithm robust to the various illumination conditions. The S 
channel is a good option for automatically determining a light-dependent threshold because it correlates with the light level. 
Therefore, it was chosen to perform the image segmentation process on it.  

4.1.4.2 Noise filtering  
Eliminating noise from images is one of the most crucial topics in the field of image processing. Image denoising is a pre-

process in image processing that attempts to get an image as close to the real one as possible by removing the noise. The 
success rate of image segmentation, classification, and other similar procedures is impacted by the success of the image 
denoising procedure. Impulse noise can be caused by a variety of factors, including faulty pixels in camera sensors or memory 
locations in faulty hardware, and it can cause images to be distorted. Salt and pepper noise (SAP) and random valued noise are 
two types of impulse noise [27]. Different filters should be used depending on the noise type [18]. 

There are different filtering techniques like averaging filter, median filter, Wiener filter, adaptive filter, etc. [28] performed 
a comprehensive comparison to cover all the denoising methods in detail and the results they yield. Furthermore, it 
summarized the progress that has been made over the years in all applications involving image processing. 

According to [18], the filters are selected according to the intensity of the lighting of the captured image. In this work, a 
series of filters applied on the S channel as shown in Figure 10 to eliminate noise and undesirable elements in the image.  



Momena M. Mohammed et al. Engineering and Technology Journal 41 (06) (2023) 756-770  
 

763 
 

 

 
Figure 10: Filters on the S channel 

Median Filter (MF) is the most common filter for removing salt and pepper (SAP) noise and its derivatives. [27]. A 
bilateral filter is an edge-preserving denoising filter. Its performance greatly depends upon the selection of spatial and 
radiometric parameters [29]. Gaussian filter is the most common approach to apply In the case of noise filtering [18]. 

All these filters are applied to the segmentation image. This method is reached through an experiment on all captured 
images under different light conditions. Until a successful way has been reached to obtain a clear image without noise, through 
which the shape information can be extracted correctly for a group of shapes in different images. 

Before applying the proposed method with test images, the algorithm parameters were optimized using training images 
captured under varying lighting conditions. During the testing phase, the system is evaluated with a completely different set of 
images using the parameters chosen with the training data.  

The selection of filter parameters is done through the trial and error method. The dependency of the bilateral filter lies on 
two controlling parameters such as σs and σr. these parameters influence the entire process of filtering.  

4.1.5 Shape feature extraction 
After segmentation of the image, it will be easy to extract the shape of the object using the Open CV findContours 

function. which is about enclosing the change in the value of the pixels in the image, where curves or lines surrounding the 
shape are drawn, and based on contour approximation values, the shape of each element is determined, if the approximation 
value is equal to 3 then the shape is a triangle if it is equal to 4 the aspect ratio value is calculated to determine if the shape is 
square or rectangular, if the value is equal to 8 then the shape is a circle, and finally if the approximation number is not equal to 
the above values then the shape is defined as the undefined shape. These values depend on the resolution of the camera used. 

It is worth mentioning that the previous steps play an important role in the success of extracting the shape feature from the 
image. Where a lack of image segmentation and noise in the image will cause unclosed or distorted drawn contour which 
affects the shape detection process. 

4.1.6 Centroid features  
The final step is to determine the centroid of the objects which enables the manipulator to pick the objects and place them 

in the predetermined locations using the given coordinates. The centroid of the object is given by the cv2.moments () function. 
The value obtained of Xc and Yc are in pixels, thus to convert it to millimeters it will multiply by 0.26. Figure 11, illustrates 
the importance of each step to the success of the process of extracting information from the captured image.  

 
Figure 11: The block diagram of the entire pick and place process 

5. Results and Discussion 
The algorithm proposed in the paper is trained under 324 images under different illumination conditions in indoor and 

outdoor environments. The results are presented in the following sections. 

5.1 Features Detection Results Under Different Illumination Conditions 
In this section, we demonstrate results that represent our findings from these experiments. The system accuracy is 

measured using the following Equation [30]: 
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 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖−𝑡𝑡𝑜𝑜𝑡𝑡𝑡𝑡𝑡𝑡 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

× 100
1

  (12)  

5.1.1 Accuracy of color feature detection  
 The graph below shows the results obtained from examining the training images of five different colors (red, blue, green, 

yellow, and orange) with different surface roughness and under different lighting conditions that ranged from (5-7000 lux) to 
check the accuracy of the developed algorithm. Through the results obtained from the experiments that are conducted, it is 
found that the selected channel can detect colors in varying illumination conditions. As shown in Figure 12, all five colors Red, 
Blue, Green, Yellow, and Orange have the highest detection accuracy of 100% when the brightness is around 500-1000 lux. 
While the lowest accuracy of the system was from 2001 to 3000 lux, which is 81.8%.  In addition, it can be noted that the 
yellow color had the highest detection accuracy under all conditions, as the total accuracy of this color reached 98.88%. While 
the lowest detection accuracy of the red color was 94.84%. As for the rest of the colors, it was 98.44% for the blue color, 97.43 
for the orange color, and 96.15% for the green color. Finally, the overall accuracy of the algorithm for detecting colors is 
97.11%. 

 
Figure 12: Color detection accuracy vs. light intensity 

5.1.2 Segmentation and shape detection results 
As for shape detection results, Figure 13 shows the accuracy of the algorithm for three shapes (square, rectangle, and 

circle) detection under different lighting conditions. It can be seen that the largest accuracy obtained for the three shapes is at 
4001-7000 lux .Which is 100%. While the lowest accuracy is from 601 to 700 lux, which is 41% for the square object. As for 
the overall accuracy of each shape in all specified illumination conditions, it was found that the highest detection accuracy is 
for the rectangular shape which is 92.27%. While less accuracy was for the square shape at 86.10%. As for the circular shape, 
it has reached 87.73% accuracy. Thus, the overall accuracy of the algorithm for detecting shapes is 88.70%. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13: Shape detection accuracy vs. light intensity 
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5.1.3 Centroid detection results 
The accuracy of discovering the center of the objects is the same as the accuracy of discovering the shapes, as its accuracy 

depends on the drawing of an integrated contour of the part. Figure 14 shows the results of detecting the x and y coordinate 
positions of the different object shapes, and as it is detected, Raspberry Pi sends these coordinates to the Arduino 
microcontroller to move the manipulator to grasp the object and perform the sorting process.  

 
Figure 14: Centroid detection for different shapes 

5.2 Result Of Pick and Place Process 
The final step is to test the system in a real environment to ensure the proposed algorithm's accuracy. The presented image 

processing methodology has been validated by the two experiments as shown in Figure 15(a) and (b), conducted to evaluate 
the developed algorithm. The captured images are shown in Figures 16 and 17, and the image processing results are shown in 
Tables 2 and 3.  

 
Figure 15: The strategy of pick and place: (a) for case 1, (b) for case 2 

 

Figure 16: Image-processing output of case (1) 

1 2 

3 4 
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Figure 17: Image-processing output of case (2) 

Table 2: Image-processing output of case (1) 

Item Intensity (lux) color shape Centroid (cx, cy) 
1 70 Green Square  (48.36, 43.42) 
2 70 Red Square  (48.88, 41.08) 
3 70 Red Square (46.02,43.42) 
4 70 Green Square (46.28, 41.34) 

Table 3: Image-processing output of case (2) 

Item Intensity (lux) color shape Centroid (cx, cy) 
1 87 Blue Square  (47.84, 37.96) 
2 87 Yellow  Cylinder  (57.46, 39.52) 
3 87 Red Cylinder (54.08, 37.44) 
4 87 Cyan Triangle  (48.1, 36.92) 

By relying on the developed algorithm, the system succeeded in discovering the shapes, colors, and centroid of the objects. 
After features detection, the objects are sorted into predefined positions with the help of a pick-and-place robot arm as shown 
in Figure 18(a) for the first case and Figure 18 (b) for the seconde case. If the system fails to detect the object it is rejected by 
the system and placed in the rejected item box. But in case 2 we defined the yellow and cyan colors as rejected objects thus the 
system put them in the rejected item box. Tables 4 and 5 show the result of the pick and place process for each case. 

The results obtained show that the geometric technique in inverse kinematics analysis is effective in determining the joint 
angles of the robotic arm. After that, the robotic arm will pick up the object and place it in the desired location. As shown in 
Figure 8, the robotic arm could perfectly carry out the instruction to move within the necessary angular displacement degree. In 
addition, the arm can perform repeated commands for the same position. The coordinate system is used to measure the errors 
in the end effectors' positions in the x, y, and z axes.  It can be noted that the largest error rate in the tool center point (TCP) 
position occurred when arm2 transferred the samples to the rotary carousel, as shown in Tables 4 for items 2 and 3, and also 
table 5 for items 3. This is because the distance from the rotary carousels and arm base center is more than containers and 
rejected boxes. However, all these errors were within the specified tolerances. 

 
Figure 18: Implementation of sorting process: (a) for case 1, (b) for case 2 
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Table 4: The results of the position and error of case 1 

Item 
No. 

End Effector 
Position 
(True) (mm) 

End Effector Position 
(Measured) (mm) 

Joint Angles 
(degree) 

Absolute 
𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄 = | 𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓−𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌

𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓
| ×

𝟏𝟏𝟏𝟏𝟏𝟏% 
1 Px = -248 

Py = 40 
Pz = 245 

Px =-249 
Py =43 
Pz =248 

θ1 = 171 
θ2 = 82 
θ3 = -53 
θ4 = 56 
θ5 = 90 

1.2 % 
0 % 
1.2 % 

2 Px =179 
Py = 103 
Pz = 181 

Px =178 
Py =100 
Pz =187 

 
θ1 = 30 
θ2 =105 
θ3 = -87 
θ4 = 50 
θ5 =90 

0.5 % 
2.9 % 
3.3 % 

3 Px =179 
Py = 103 
Pz = 181 

Px =174 
Py =99 
Pz =176 

 
θ1 = 30 
θ2 =105 
θ3 = -87 
θ4 = 50 
θ5 =90 

2.7 % 
3.8 % 
2.7 % 

4 Px = -248 
Py = 91 
Pz = 245 

Px =-246 
Py =94 
Pz =247 

 
θ1 = 160 
θ2 =74 
θ3 = -42 
θ4 = 53 
θ5 =90 

1.2 % 
1 % 
0.8 % 

Table 5: The results of the position and error of case 1 

Item 
No. 

End Effector 
Position 
(True) (mm) 

End Effector Position 
(Measured) (mm) 

Joint Angles 
(degree) 

Absolute 
𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄𝐄 = | 𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓−𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌𝐌

𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓
| ×

𝟏𝟏𝟏𝟏𝟏𝟏% 
1 Px = -248 

Py = 40 
Pz = 245 

Px =-250 
Py =41 
Pz =243 

θ1 = 171 
θ2 = 82 
θ3 = -53 
θ4 = 56 
θ5 = 90 

0.8 % 
2.5 % 
0.8 % 

2 Px = 13 
Py = 148 
Pz = 160 

Px =13 
Py =148.5 
Pz =159 

 
θ1 = 85 
θ2 =130 
θ3 = -100 
θ4 = 30 
θ5 =90 

0 % 
0.3 % 
0.6 % 

3 Px =179 
Py = 103 
Pz = 181 

Px =173.5 
Py =100 
Pz =178 

θ1 = 30 
θ2 =105 
θ3 = -87 
θ4 = 50 
θ5 =90 

3 % 
2.9 % 
1.6 % 

4 Px = 13 
Py = 148 
Pz = 160 

Px =13.5 
Py =146 
Pz =157 

 
θ1 = 85 
θ2 =130 
θ3 = -100 
θ4 = 30 
θ5 =90 

3.8 % 
1.3 % 
1.8 % 

 
The results indicate that the kinematics analysis derived from the 5 DOF robotic arms was correct in performing the 

movement of the robotic arm with errors within acceptable limits. These results are based on the real robotic arm structure. 
Thus, these positional errors occurred depending on the robot's precision, which was affected by the type of drive, stiffness, 
thermal stability, object weights or effects dependent on time, such as gear wear and component damage, as mentioned 
previously. Thus, the endpoint pose is not correctly predicted by the robot's controller based on the joint angles.  

To address this problem, continuous calibration of the robot is needed to figure out the static errors, such as those caused 
by changes in link dimensions, gear wear, elastic bending of links, etc., as well as dynamic errors, for instance, those caused by 
vibration. 
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5.3 Processing Time 
Typically, image processing (IP) algorithms require extensive processing time for object recognition to be successfully 

implemented. Another important factor to consider when comparing the performance of the system is execution time during 
the testing phase. The following Equation is used to determine the execution time of the proposed image processing algorithm 
[30]. 

 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 (𝑠𝑠)  = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑓𝑓𝑓𝑓𝑓𝑓 𝑒𝑒𝑒𝑒𝑒𝑒ℎ 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼

 (13)  

The computation time is based on 20 experiments conducted in RPi 3 model B, which has 1GB memory and 1.2GHz 
Quad-Core ARM Cortex-A53 for an image size of 240x240. The results show that the average processing time of the proposed 
system is approximately 2.21s. As the maximum extraction time was 2.24 s and the minimum time was 1.98 s. This value 
allows the detection of the produced pieces without slowing down the actual production rate.  

5.4 Final Results  
The total algorithm accuracy for both shape and color detection of training images is 93.95%. After determining the 

accuracy of the developed algorithm on the training images. It must be tested on a new set of images to ensure its accuracy. 
Thus, it was tested on 30 new images that were not present in the training images. The algorithm is shown good results in 
discovering the shape, as the accuracy of color and shape testing reached 93.71%. Thus, the overall system performance is 
93.83%. It is worth noting that the algorithm failed to detect features in lighting conditions higher than the specified range. 

All in all, the total time for performing the pick and place process takes 27 seconds for one object, starting from sending 
the instruction to the RPi until the object is placed in the desired position and the manipulator returns to the home position. 

By comparing the results obtained from the proposed algorithm with that developed by [9] for shape detection which was 
based on the HSV color space and canny edge detection method, Gaussian Filter, and Otsu threshold technique to convert the 
grayscale image into a binary image. The efficiency rate achieved was 83.64 %. While the accuracy of the proposed algorithm 
for shape detecting is 88.70%. We conclude from this that the technique used in this research to discover the shape by relying 
on the S-channel as a segmented image, and use filters (median, bilateral, and gaussian) to filter the image, then applying the 
contour drawing technique to discover the shape was better by 5.06 % than [9]. 

As for color detection, the proposed design in [11] presents the discovery of only two colors, blue and green, and in 
constant lighting conditions. As for the proposed algorithm, it works on discovering five colors (blue, green, yellow, red, and 
orange) in different lighting conditions (5-7000 lux) in indoor and outdoor environments with smooth and rough surface 
objects. As well as it has reached an accuracy of 100% for various colors in various illumination as shown in Figure12. Thus, 
the proposed method is more effective and has more flexibility in use. 

6. Conclusion 
This research presents the development of an algorithm that works as a vision of a manipulator used for the pick-and-place 

process based on shape, color, and centroid detection in different light environments. The HSV color model is used to detect 
the color from the H channel. The draw-contour method is used to enclose the objects and discovers their shapes. the 
evaluation experiments using wood objects with different colors, shapes, and surface roughness shows that the developed 
image processing algorithm proved its efficiency in discovering the shapes and colors of the objects in different lighting 
conditions ranging from 5 to 7000 lux with an accuracy of 93.83%, and an average process time is 2.4 s, which enhanced the 
accuracy and efficiency of the system. The total time for performing the pick and place process takes 102 seconds, starting 
from sending the instruction to the RPi until the object is placed in the desired position and the manipulator returns to the home 
position. The future work is to develop the algorithm and make it workable in lighting conditions higher than 7000 lux. 
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