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H I G H L I G H T S  
 

A B S T R A C T  

 SVM, MD, and MLC were used to classify 

LULC in Babylon Governorate. 

 SVM outperformed with 86.88% accuracy 

and a kappa of 0.83; MLC scored the 

lowest. 

 SVM (14.20, 0.99, 49.08, 35.73)%, MD 

(24.58, 1.07, 35.58, 38.78)%, and MLC 

(22.87, 0.93, 35.27, 40.93)% for each class. 

 Image classification depends substantially on the remote sensing method to 

generate maps of land use and land cover. This study used machine learning 

algorithms for classifying land cover, evaluating algorithms, and choosing the 

best way based on accuracy assessment matrices for land cover classifications. 

Satellite images from the Landsat by the United States Geological Survey 

(USGS) were used to classify the Babylon Governorate Land Use Land Cover 

(LULC). This study employed multispectral satellite images utilizing a spatial 

resolution of 30 meters and organized the data using three different algorithms to 

see the most accuracy. The process of categorization was carried out with the use 

of three distinct algorithms, which are as follows: Support Vector Machine 

(SVM), Mahalanobis Distance (MD), and Maximum Likelihood Classification 

(MLC). The classification algorithms utilized ArcGIS 10.8 and ENVI 5.3 

software to detect four LULC classes: (Built-up Land, Water, Barren Land, and 

Agricultural Land). When applied to Landsat images, the results showed that the 

SVM approach gives greater overall accuracy and a larger kappa coefficient than 

the MD and MLC methods. SVM, MD, and MLC algorithms each have 

respective overall accuracy values of 86.88%, 85.00%, and 79.38%, respectively. 
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1. Introduction 

Land Use Land Cover (LULC) is constantly changing with time at local, regional, and global scales [1,2]. Comprehending 

LULC changes is essential in many sectors that rely on Earth data, including factors like local and regional planning [3,4]. The 

accurate classification techniques are based on a sensor, spatial and spectral resolutions, and optical or active rolling 

environmental changes utilizing optical and microwave imaging from various sensors, and the approaches take into account 

ecological changes over time [5]. Land use research initiatives worldwide have been essential to international research on 

climate and environmental change [6]. The land topography and its subsequent uses can be monitored and planned more 

effectively with the assistance of LULC maps [7]. This cover may include water, vegetation, barren earth, and artificial 

structures [2]. In this respect, applying spectral classification to satellite images is of considerable use to planners and those 

concerned with the problem of the LULC [8,9].  

Many different areas of research can benefit from high-resolution LULC classifications, the measurement of carbon 

storage, and the evaluation of environmental impact [10-13]. Monitoring the change in LULC has been identified as an 

essential component of a diverse range of activities and applications, including the planning for land use and minimizing the 

impacts of global warming [14,15]. Compared to alternative approaches, such as ground surveys, RS offers the chance for the 

speedy collection of information on LULC at a much lower cost [16,17]. Consequently, uncontrolled population growth and 

economic and industrial development, especially in new nations with higher LULC shifts, involve many human benefits 

[15],[18-20]. Recently, much interest has been in mapping LULC using machine-learning algorithms applied to remotely 

sensed imagery [21,22].  

mailto:basheer.jasim@atu.edu.iq
https://orcid.org/0000-0001-6768-1451
https://orcid.org/0000-0003-4020-2953
https://orcid.org/0000-0002-8127-4518
https://crossmark.crossref.org/dialog/?doi=10.30684/etj.2024.144585.1638
https://orcid.org/0000-0001-6768-1451
https://orcid.org/0000-0003-4020-2953
https://orcid.org/0000-0002-8127-4518
https://crossmark.crossref.org/dialog/?doi=10.30684/etj.2024.144585.1638
https://orcid.org/0000-0001-6768-1451
https://orcid.org/0000-0003-4020-2953
https://orcid.org/0000-0002-8127-4518
https://crossmark.crossref.org/dialog/?doi=10.30684/etj.2024.144585.1638
https://orcid.org/0000-0001-6768-1451
https://orcid.org/0000-0003-4020-2953
https://orcid.org/0000-0002-8127-4518
https://crossmark.crossref.org/dialog/?doi=10.30684/etj.2024.144585.1638


Basheer S. Jasim et al. Engineering and Technology Journal 42 (05) (2024) 557-568 

 

558 

 

 

The most crucial aspect in this research, vegetation, was taken into account along with evaporation temperature, land 

surface temperature, evapotranspiration, rainfall, snow cover, and soil moisture by Mokhtari and Akhoondzadeh. [23] using the 

Random Forest (RF), Decision Tree (DT), Support Vector Regression (SVR), and Artificial Neural Network (ANN) method, 

The Normalized Difference Vegetation Index (NDVI) is modeled and forecasted for monthly timescales. We could provide a 

model with the desired level of accuracy by using these techniques. The precision of the ANN technique is greater than that of 

the other three algorithms; moreover, an average accuracy with an RMSE of 0.0385. 

Alwan and Aziz [24]. Satellite images with a spatial resolution of 10 meters were used, and three categorization algorithms 

were utilized to compare their accuracy using ENVI 5.1 software. The three main techniques used to complete the 

classification procedure were SVM, ANN, and MLC. Six land cover types were identified: barren soil, agricultural area, urban 

area (built-up region), marsh vegetation (aquatic vegetation), shallow water marsh, and deep-water marsh. The findings 

indicate that when employed in Sentinel 2B images, the MLC methodology provides greater overall accuracy and a higher 

kappa coefficient than the ANN and SVM techniques. The MLC algorithm had an overall accuracy of 85.32 percent, the ANN 

algorithm had a 70.64 percent overall accuracy, and the SVM algorithm had a 77.01 percent overall accuracy. 

Using a map of forest cover categories as ground data, three different image categorization methods, ANN, SVM, and 

MLC, were used to classify GÜNLÜ satellite images [25]. Categorization technique outcomes were assessed depending on 

overall accuracies (OA) and kappa coefficients (KC). It was found that the OA varied from 76.82 to 96.67 percent, and the KC 

ranged from 0.66 to 0.95 once the categorization successes from the three classification techniques were analyzed. According 

to the findings, MLC had the greatest OA (ranging from 85.33% to 96.67%), followed closely by SVM (ranging from 80.11% 

to 91.93%), and then ANN (ranging from 76.82% to 89.92%). 

Six ML algorithms, including Mahalanobis distance MD, Spectral Angle Mapper (SAM), fuzzy adaptive resonance 

theory-supervised predictive mapping, and spectral angle mapping (Fuzzy ARTMAP), ANN, SVM, and RF, are often utilized 

by Talukdar et al. [26] to evaluate the data. Index-based validation, the Receiver Operational Curve (RoC), the KC, and RMSE 

were used to measure accuracy. According to the KC findings, all classifications have an equivalent level of precision, with a 

few minor differences between them. Although the RF technique has the highest degree of precision (0.89), the MD method 

(parametric classification) has the lowest accuracy (0.82). According to this review's findings, the RF technique was the best 

for ML LULC classification among the six different algorithms evaluated. 

Currently, numerous studies have been conducted on land-use classification using machine-learning algorithms. Still, the 

performance of models is not well examined for classifying past images with ancient history. Previous studies relied on Google 

Earth or Google Earth Engine (GEE) sites. This study will use high-resolution topographic maps to calculate classification 

accuracy. According to those mentioned above, the current research is carried out to identify and classifier evaluate the land 

cover in Babylon Governorate in Iraq in the year 2002 by using remote sensing datasets and GIS analysis to be used in the 

study of the region by performing detailed analyses.  

The main objective of this study employed RS and GIS  techniques to classify and map the LULC of the studied area. This 

article uses three machine-learning techniques that can produce a high-precision LULC map. In addition, an accuracy 

assessment is performed to interpret the best classification algorithm. 

2. Material and method 

Because there has been a substantial amount of study conducted in the field of image processing using machine learning, it 

is possible to accomplish this goal by utilizing approaches associated with machine learning. A considerable variety of 

supervised machine-learning algorithms can carry out image-processing tasks. These algorithms are based on the concept of 

machine learning. 

2.1 Dataset  

This study used the Landsat 5 Thematic Mapper image for the year 2002 to plot the LULC using three different machine-

learning algorithms. The image was obtained by downloading it from the USGS. After an exhaustive review of the relevant 

prior research and discussion with subject matter specialists, the researcher determined four first-order LULC classes. Table 1. 

shows that the images have a resolution of 30 meters and no clouds. Before the geo-special analysis, the images were 

radiometrically and the atmosphere by radiometric calibration and atmospheric correction. Table 1 illustrates the satellite data 

acquisition. 

Table 1: Satellite information was used for this study 

No. Satellite Sensor Path/Row 
Date of 

acquisition 
Resolution 

Product 

type 

Cloud 

cover 

1 Landsat 5 TM 168/38 22/10/2002 

03  m 

Landsat 

Collection 

1 Level-1 

3% 
2 Landsat 5 TM 168/37 22/10/2002 

2.2 Study area 

Babylon Governorate may be considered to be in the geographic middle of Iraq, located around 100 km to the south of 

Baghdad, the capital of Iraq, between the longitudes of 44º2'43" East and 45º12'11" East, as well as the latitudes of 32º5'41" 

North and 33º7'36" North. Administratively, five major cities make up the Governorate as a whole. These significant cities 
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include Al-Hillah, Al-Qasim, Al-Hashimiyah, Al-Mahawil, and Al-Musayiab. According to calculations made using the 

program ArcGIS 10.8, the research region covers an area of about 5338 km
2
. Figure 1 shows the study area map. 

 

Figure 1: Geographical location map of Babylon Governorate 

2.3 Supervised land cover classification 

The first step in supervised classification is identifying the regions used as simulated training locations for the various land 

cover classifications [5]. A method known as supervised classification is one in which the user works as a supervisor for pixel 

categorization. Extracting classes from a satellite image containing multispectral bands is carried out if a pixel being 

investigated matches a specific statical situation. Therefore, this image is classified accordingly [27]. The amount of 

experience the analyzer possesses is a significant factor that determines the image classification results by explaining the land 

cover spectrum signature. After that, the computer software utilizes the spectral properties of this training section to classify 

the whole image [28]. Classification is the primary method for extracting information about different types of land cover from 

RS images. In the context of the study of RS, classification refers to transforming data into land cover classifications with 

specific biogeophysical functions [29].  
The word land use relates to the activities carried out by humanity in a specific place and at a particular point in time [30]. 

Land use in any community is a reflection of the economic and social growth of the country. Land use is of utmost significance 

in many nations because it guides the country's potential for economic and social development [31]. The change detection 

process requires using many temporal datasets to quantitatively analyze the phenomenon's impacts on the period [32,33]. 

Monitoring local, regional, and global resources and environments requires information on changes that occur on the earth's 

surface [34,35]. The most necessary primary material for constructing geographic libraries in general, but in particular when it 

involves utilizing raster data [36]. In machine learning, the choice of method is determined by factors such as sample size, the 

number of samples taken, the variable being trained on, and the total amount of training data [37,38]. The most widely used 

machine-learning classifiers were used throughout the LULC classification process. The analysis of LULC is carried out using 

the following software: (ArcGIS 10.8 and ENVI 5.3). Methods for Machine-Learning Classifiers: 

2.3.1 Support vector machine 

The Support Vector Machine (SVM), which was developed by Vapnik in 1995, is a technique for supervised learning 

algorithms [39,40]. The support vector machine is one of the most successful techniques for classification. It is a machine-

learning method that can potentially enhance class boundary lines [28]. The model is based on a user-defined kernel function, 

and it is put to use in transferring nonlinear decision boundaries found in a dataset to the linear limits of a high-dimensional 

construct [41]. The formula used to find a support vector machine is illustrated in Equation 1 [41]: 

  ( )      (∑      
       (     )   )  (1) 
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where:   

 (     )  is the kernel function. 

αj is the Lagrange multiplier for the inequality constraint. 

yi is an indicator of the state of the company. 

b is a constant. 

2.3.2 Mahalanobis distance  

Estimating the correlation matrix for each class is required to assign a test image to one of the N numbers of classes. First, 

it determines a classification according to the minimum Euclidean distance, and then it considers the direction sensitivity 

according to the covariance matrix [27]. A lower value for MD indicates a greater likelihood that an observation will be nearer 

to the group center. The MD (  
 ) towards class averages is computed according to the following expression for each feature 

vector illustrated in Equation 2  [42]: 

   
  (    ̅ )

    
  (    ̅ ) (2) 

where    is the vector that represents the pixel of image data,  ̅  is the sample mean vector of the k
th

 class,   
   represents 

the variance and covariance matrix for class i; and T defines a transposition of the matrix. 

2.3.3 Maximum likelihood classification 

MLC is the image classification method utilized most often in practice [27]. It is predicated on the hypothesis that the 

training data statistics in each band are distributed in a typical way. In addition to this, it computes the variance-covariance 

matrix for each class based on the distances toward the category means [5]. The Bayesian probability formula is the basis for 

MLC methodology [43]. The formula used to find Maximum likelihood is illustrated in Equation 3 [43] : 

  (   )   (
 

 
) ( )   (

 

 
) ( ) (3) 

where x and w refer to the events, P(x,w) is the likelihood that events might happen together, P(x) and P(w) is the 

probability that existed before an event occurred, and P(w/x) is the probability of event x given the presence w. 

2.3.4 Classification accuracy assessment 

Validation of the accuracy of the obtained categorized images using a kappa index and an error matrix [44]. The formula 

was calculated using the kappa coefficient, which Congalton and Green also used to corroborate and validate their findings 

[45]. The formula used to find kappa coefficients is illustrated in Equation 4 [45]: 

                   
∑     ∑    (    )

 
   

 
   

   ∑     (
 
       )

  (4) 

Where i is the number of the class, n is the total number of pixels that have been classified and will be compared with the 

actual data, nii represents the number of pixels that are part of the introductory data class i, that were classified as belonging to 

class i, Ci is the total number of pixels that correspond to class i that have been organized. Gi represents the total number of 

actual data pixels that belong to class i. 

It is regarded as having weak judgment when the kappa coefficient value is less than 0.20 (<0.2). The value from 0.20 to 

0.40 is in the middling range, while the value from 0.4 to 0.6 has a reasonable consensus. In conclusion, an accuracy of 

extremely excellent agreement between the LULC classification and actual ground data may be found between 0.8 and 1 

[7],[46]. 

The overall classification accuracy guides the percentage of cells that have been accurately categorized; it is the most 

common measure used because it is simple to understand and has significant significance in reality [47]. The formula used to 

find overall classification accuracy is illustrated in Equation 5 [13]: 

                  
                         

                       
  (5) 

3. Methodology 

The study will use the theory method of LULC mapping of Babylon Governorate based on Geomatics techniques and the 

practical approach used in this paper, which can be illustrated and described as follows: 

 Data collection from a satellite.  1)

 Data processing (Composite Bands, Mosaic Image, Radiometric Calibration, Atmospheric Correction, Subset). 2)

 Apply three classification algorithms, SVM, MD, and MLC, utilizing ArcGIS 10.8 and ENVI 5.3 software to extract 3)

different LULC classes (Built-up Land, Water, Barren Land, and Agricultural Land). 

 Extracting LULC.  4)
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Assess the accuracy and compare the results. Figure 2 illustrates the methodology flowchart, and Table 2. describes class 

information. 

 

Figure 2: The methodology steps to perform the classification 
 

Table 2: LULC classification classes of Babylon Governorate 

No. Classes Description 

1 Barren Land Soil surface, salty lands, rocky and sandy fields. 

2 Built-up Land 
Urban and rural residential areas, industrial and commercial buildings, roads, and 

transportation facilities. 

3 Agricultural Land Agricultural and garden lands, grass and bush pastures, city parks. 

4 Water Lakes, rivers, canals. 

 

4. Results and discussion 

4.1 Comparison between classification  

After collecting the signature and the reference samples, classification was carried out. The remote sensing image 

processing software ArcGIS 10.8 and ENVI 5.3 were used to carry out the three classification techniques: SVM, MD, and 

MLC. Four land cover classes were distinguished (Barren Land, Built-up Land, Agricultural Land, and Water), as shown in 

Figures 3 to 5. After that, the area and proportion for each class were determined, and the results are presented in Table 3. The 

broad classification was used since the primary concern of this investigation is the precision of classification systems in 

general. In addition, excellent detailed categorization calls for more detailed field data, which is difficult and expensive to 

collect in the research region. Compared to the MLC and SVM classification techniques, the MD classification method offers a 

more significant percentage of land to the Built-up Land class category. In contrast, the MLC and MD classification techniques 

provide smaller area percentages for the Barren Land, and the SVM classification method produces a more extensive area for 

the Barren Land. Consequently, the MD and SVM classification algorithms were more sensitive to the Built-up Land class and 

the Barren Land. Comparable with many researchers such as  [24],[1] and [26]. 
Compared to the SVM and MD classification techniques, the findings of the MLC classification method indicate a lower 

area percentage in the Water class. However, the amount of land covered by vegetation differs significantly throughout the 
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three categorization techniques. Comparable with many researchers such as [23], [25]. Furthermore, not all machine-learning 

techniques produce a high-precision LULC map because good results depend on the machine-learning model set-up, training 

samples, and input parameters. 

 

Figure 3: Classification by the algorithm of SVM 

 
Figure 4: Classification by the algorithm of MD 
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Figure 5: Classification by the algorithm of MLC 

Table 3: Area and percentage for each class 

Classes 
SVM MD MLC 

Percentage (%) Area (km2) Percentage (%) Area (km2) Percentage (%) Area (km2) 

Built-up Land 14.20 757.62 24.58 1311.60 22.87 1220.74 

Water 0.99 53.05 1.07 57.00 0.93 49.46 

Barren Land 49.08 2619.27 35.58 1898.82 35.27 1882.16 

Agricultural 

Land 
35.73 1907.11 38.78 2069.63 40.93 2184.70 

Total 100.00 5337.05 100 5007335 100 5007335 

 

 

Figure 6: Comparison results of SVM, MD, and MLC 
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Before assessing the three algorithms used, the present study draws attention to the fact that the results of the percentage of 

built-up land and barren land are substantially different in the SVM classification compared to MD and MLC. However, the 

Water and Agricultural Land percentage results are close to a certain extent between the algorithms. These variations were 

seen in most of the studies performed by previous researchers. As a result, most of the suggestions were that many algorithms 

should be evaluated to determine the most suitable for the research field in each future work. In addition, it should be 

mentioned that the percentage of Barren Land computed in the SVM algorithm was far greater than that of Agricultural Land. 

Whereas the percentage of Agricultural Land was significantly lower in the MD and MLC algorithms, it was slightly higher 

than that of Barren Land. It is essential to mention that the training samples were similar for all the different algorithms 

utilized. Figure 6 presents all of the data for classification, organized according to the three methods. 

4.2 Accuracy of methods 

The first stage in determining the accuracy of a measurement is collecting the reference data, which consists of 

approximately 160 points divided into 40 points for each class created based on ancillary data such as topographic maps, as in 

Figure 7. These points were chosen from many places, each representing a particular land cover class. A cross-tabulation 

matrix was used to validate the collected findings by comparing the data of the classed images with those of the reference 

samples. The following items were obtained: the kappa index, which displays the degree of similarity between a set of control 

fields and the image that has been categorized; the overall accuracy, which indicates the proportion of pixels that have been 

correctly identified. 
Table 4 presents the results that can be gained from applying the cross-tabulation matrix to verify the classified images, 

which includes the characteristics of this validation process, including general accuracy and kappa coefficient. Compared with 

the MD and MLC classification methods, the SVM classification method had an average accuracy of 86.88% and a kappa 

value of 0.83. In contrast, the overall accuracy of the MD classification method was 85% with a kappa value of 0.8, and the 

overall accuracy of the MLC classification method was 79.38% with a kappa value of 0.73. The MLC classification method 

was the least true of the three classification methods. The results from the SVM technique using Landsat data had the most 

fantastic accuracy out of the three major categorization algorithms. 

Figure 8 shows the number of points selected for algorithm assessment using auxiliary data to the SVM, MD, and MLC 

methods. The overall number of valid attributes for all classes of data was (139 of 160), (136 of 160), and (127 of 160) points, 

respectively. 

 

Figure 7: Reference data for each class 
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Figure 8: Illustrates the evaluation accuracy 

 

Table 4: Accuracy evaluation results for SVM, MD, and MLC classification methods 

Classifiers Classes 

Built-

up 

Land 

Water 
Barren 

Land 

Agricultural 

Land 
Total 

Overall 

Accuracy 

% 

Kappa 

Coefficient 

SVM 

Built-up Land 34 2 3 1 40 

86.88 0.83 

Water 0 37 1 4 42 

Barren Land 2 0 33 0 35 

Agricultural 

Land 
4 1 3 35 43 

Total 40 40 40 40 160 

Class accuracy % 85 92.5 82.5 87.5  

MD 

Built-up Land 31 2 2 3 38 

85.00 0.80 

Water 3 36 1 2 42 

Barren Land 4 0 37 3 44 

Agricultural 

Land 
2 2 0 32 36 

Total 40 40 40 40 160 

Class accuracy % 77.5 90 92.5 80  

MLC 

Built-up Land 33 3 2 3 41 

79.38 0.73 

Water 3 32 4 0 39 

Barren Land 1 2 30 5 38 

Agricultural 

Land 
3 3 4 32 42 

Total 40 40 40 40 160 

Class accuracy % 82.5 80 75 80  

 

5. Conclusion 

Image classification is a procedure that may be used to produce LULC maps, which is one of many applicable remote 

sensing uses. This work evaluates the accuracy of three machine learning classifiers used for LULC mapping based on satellite 

data. According to the results:  

 Comparing the accuracy using land sat -5 TM, overall accuracy values for SVM, MD, and MLC methods were 1)

86.88%, 85.00%, and 79.38%, respectively. 

 The area covered by each LULC class appears to vary depending on the classification method used in SVM (14.20, 2)

0.99, 49.08, 35.73) %, MD (24.58, 1.07, 35.58, 38.78)%, and MLC (22.87, 0.93, 35.27, 40.93) %, according to 

(Built-up Land, Water, Barren Land, and Agricultural Land), respectively. 

 The kappa coefficient and index-based analysis indicate that the support vector machine (SVM) has the most 3)

fantastic accuracy of all the classifiers used in this investigation. Depending on its value, the overall accuracy is 

86.88, and the kappa coefficient is 0.83%, as in Table 4. 

 Existing research on the topic was reviewed, and most studies concluded that SVM or MLC is the most effective 4)

classifier.  
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 Furthermore, many studies concluded that the accuracy of LULC mapping shifts depending on the period and the 5)

location. 

 Three machine-learning techniques were used to classify the LULC data obtained from Landsat 5 TM. The Kappa 6)

coefficient, an index-based approach, was used with empirical data to evaluate accurately. The high accuracy 

evaluation for SVM for Water and low accuracy evaluation for Barren Land are shown in Figure 7. 

Therefore, as a suggestion for further research, it is advised to investigate the accuracy of the classifiers under various 

meteorological situations. 
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