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Abstract 

Providing ownership on relational database is a crucial issue in today 
internet-based application environments and in many content distribution 
applications.This paper provides the effective watermarking technique to protect 
valuable numeric relational data from illegal duplications and redistributions as 
well as to claim ownership,the robustness of proposed system depending on using 
new hybrid techniques ,first technique MAC(Message Authentication Code) that 
used one way hash function SHA1 ,second technique is threshold  generator base 
on simple combination of odd number of register  and by using secret key in 
proposed system. Detecting the watermark neither requires access to neither the 
original data nor the watermark. The watermark can be detected even in a small 
subset of a watermarked relation as long as the sample contains some of the marks. 
The finally stage is the analysis of technique that used, our extensive analysis 
shows that the proposed technique is robust against various forms of malicious 
attacks and updates to the data. 
Keywords:  watermark, relational database, hash function, threshold generator. 

 الع�مة المائية في قاعدة البيانات بواسطة استخدام مولد حد العتبة
 الخ�صة

ان اثب��ات حق��وق الملكي��ة لقواع��د البيان��ات الع�ئقي��ة ھ��ي قض��ية مھم��ة ف��ي بيئ��ات التطبيق��ات المس��تندة عل��ى   
ل فع�ال ي�وفر ھ�ذا البح�ث تقني�ة الع�م�ة المائي�ة بش�ك. ا'نترنيت وف�ي العدي�د م�ن تطبيق�ات توزي�ع المحتوي�ات

لحماي��ة البيان��ات العددي��ة الع�ئقي��ة المھم��ة و الثمين��ة م��ن النس��خ واع��ادة التوزي��ع الغي��ر ش��رعية لھ��ذه البيان��ات 
, با'ضافة الى ذلك  'دعاء الملكية الخاصة ،حيث تعتم�د ق�وة النظ�ام المقت�رح عل�ى اس�تخدام تقني�ات ھجين�ة 

ذات اتجاه واح�د غي�ر قايل�ة للكس�ر او ا'رج�اع  الذي يستخدم دوال) رمز تخويل الرسالة( MACاو' تقنية 
والتقنية الثانية ھي استخدام مولد حد العتبة م�ن تجمي�ع ع�دد ف�ردي م�ن المس�ج�ت  SHA1وھي خوارزمية 

 .الخطية وكذلك باستخدام المفاتيح السرية  في النظام المقترح
الع�م�ة المائي�ة . ال�ى الع�م�ة المائي�ة اكتشاف الع�مة المائية 'يتطل�ب الوص�ول ال�ى البيان�ات ا'ص�لية و'  

يمكن ان تكتشف من مجموعة صغيرة لقاعدة البيانات المعلمة لطالما العينة تحت�وي عل�ى ال�بعض م�ن اج�زاء 
 . الع�مة المائية

المرحلة ا'خيرة ھي تحليل التقنية المستخدمة  ونتائج التحليل وضحت ان ھذه التقنية تقاوم ا'شكال المختلفة 
 .ھجمات الخبيثة وكذلك ضد تحديث البياناتمن ال
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1. Introduction 
he management of huge 
database becomes necessary 
for most information system 

such as banking, stock-control, 
payroll, personal records, and 
internet…etc. the reason for 
database is that those data represent 
of variety of life application. The 
relational data model represents 
data in the form of tables. The 
relational model based on 
mathematical theory and therefore 
has a solid theoretical foundation 
[1]. 
Watermarking works by deploying 
resilient information hiding 
techniques to insert an indelible 
mark in the data such that (i) the 
insertion of the mark does not 
destroy the value of the data (i.e., 
the data is still useful for the 
intended purpose); and (ii) it is 
difficult for an adversary to remove 
or alter the mark beyond detection 
without destroying the value of the 
data. Clearly, the notion of value or 
utility of the data is central to the 
watermarking process. This value is 
closely related to the type of data 
and its intended use. For example, 
in the case of software the value 
may be in ensuring equivalent 
computation, and for text it may be 
in conveying the same meaning 
(i.e., synonym substitution is 
acceptable). Similarly, for a 
collection of numbers, the utility of 
the data may lie in the actual 
values, in the relative values of the 
numbers, or in the distribution (e.g., 
normal with a certain mean) [2]. 
An important point about 
watermarking should be noted. By 
its very nature, a watermark 
modifies the item being 
watermarked. If the data to be 
watermarked cannot be modified 
then a watermark cannot be 

inserted. The critical issue is not to 
avoid changing the data, but to 
limit the change to acceptable 
levels with respect to the intended 
use of the data [2]. 
There is a need for watermarking 
database relations to deter their 
piracy, identify the unique 
characteristics of relational data 
which pose new challenges for 
watermarking, and provide 
desirable properties of a 
watermarking system for relational 
data. A watermark can be applied to 
any database relation having 
attributes which are such that 
changes in a few of their values do 
not affect the applications [3]. 
2. Watermarking Principles 
             Although steganography 
and watermarking both describe 
techniques used for covert 
communication, steganography 
typically relates only to covert 
point to point communication 
between two parties [4]. 
Steganographic methods are not 
robust against attacks or 
modification of data that might 
occur during transmission, storage 
or format conversion [5]. 
Watermarking, as opposed to 
steganography, has an additional 
requirement of robustness against 
possible attacks. An ideal 
steganographic system would 
embed a large amount of 
information perfectly securely, with 
no visible degradation to the cover 
object. 
An ideal watermarking system, 
however, would embed an amount 
of information that could not be 
removed or altered without making 
the cover object entirely unusable. 
As a side effect of these different 
requirements, a watermarking 
system will often trade capacity and 

T



Eng. & Tech. Journal, Vol. 29, No. 1, 2011                        Watermarking for Relational Database          
by using Threshold Generator                                         

                                                                                                                
 

 34

perhaps even some security for 
additional robustness [6]. 
The working principle of the 
watermarking techniques is similar 
to the steganography methods. A 
watermarking system is made up of 
a watermark embedding system and 
a watermark recovery system. The 
system also has a key which could 
be either a public or a secret key. 
The key is used to enforce security, 
which is prevention of unauthorized 
parties from manipulating or 
recovering the watermark. The 
embedding and recovery processes 
of watermarking are shown in 
Figure 1 and 2 . 
For the embedding process the 
inputs are the watermark, cover 
object and the secret or the public 
key. The watermark used can be 
text, numbers or an image. The 
resulting final data received is the 
watermarked data W Figure 2 
Digital watermarking – Decoding. 
The inputs during the decoding 
process are the watermark or the 
original data, the watermarked data 
and the secret or the public key. 
The output is the recovered 
watermark W [7]. 
3. The Proposed Watermarking 
Relational Database 
        The watermarking of relational 
data has significant technical 
challenges and practical 
applications to deserve serious 
attention from the database research 
community. A desiderata for a 
system for watermarking needs to 
be specified, followed by 
development of specific techniques. 
These techniques will most 
certainly use existing watermarking 
principles. However, they will also 
require enhancements to the current 
techniques as well as new 
innovations.  

This system attempted to 
provide such a desiderata, to 
demonstrate the feasibility of 
watermarking relational data, it is 
presented an effective technique 
that satisfies these desiderata. This 
technique marks only numeric 
attributes and assumes that the 
marked attributes can tolerate 
changes in some of the values.  
The basic idea of first embedding 
scheme (watermarking) is to 
ensure that some bit positions for 
some of the attributes of some of 
the tuples contain specific values. 
The tuples, attributes within a 
tuple, bit positions in an attribute, 
and specific bit values are all 
algorithmically determined under 
the control of a private key known 
only to the owner of the relation. 
This bit pattern constitutes the 
watermark. Only if one has access 
to the private key, can the 
watermark symbols be detected 
with high probability. The 
analysis shows that the watermark 
can withstand a wide variety of 
malicious attacks. 

      This technique marks only 
numeric attributes and assumes that 
the marked attributes are such that 
small changes in some of their 
values are acceptable and non 
obvious .All of the numeric 
attributes of a relation need not be 
marked. The data owner is 
responsible for deciding which 
attributes are suitable for marking. 
We are watermarking a database 
relation whose scheme is 
R(PK,A0,A1,…,Av-1) where PK is 
the primary key attribute. For 
simplicity, assume that all v 
attributes A0,A1,..,Av-1 are 
candidates for marking .They are 
numeric attributes and their value 
are such changes in x bit position 
for all of them are imperceptible . y 



Eng. & Tech. Journal, Vol. 29, No. 1, 2011                        Watermarking for Relational Database          
by using Threshold Generator                                         

                                                                                                                
 

 35

is a control parameter that 
determines the number of tuples 
marked .table(1) below show the 
symbols that used in this paper. 
3.1 Message Authenticated Code 
(MAC )[8] 
       A one-way hash function H 
operates on an input message M of 
arbitrary length and returns a fixed 
length hash value h= H (M). It has 
the additional characteristics that 
(1) given M it is easy to compute h, 
(2) given h, it is hard to compute M 
such that H (M)=h , and (3) given 
M , it is hard to find another 
message M` such that H (M)= H 
(M`) .  SHA are a good choices for 
H . 
A message authenticated code 
(MAC) is a one-way hash function 
that depends on a key. There are 
two functions well which are used 
in proposed system depend on 
SHA1 function [9]. 
• Hash1(r.p, Қ ) = H(r.p& 
H(r.p& Қ& H(Қ))) 
• Hash2(V, Қ ) = H(Қ& 
H(H(Қ) ¤ H(V)) 
      Where r.p is a primary key of 
attributes in relational, Қ is a secret 
key known only to the owner, & 
represents concatenation, ¤ 
represents XOR operation, V is the 
variable. All function in above 
returns binary number 160 digit. 

3.2 Threshold Generator 
(Thresholdstream)[10] 
       This paper uses this technique to 
determine the value 0 or 1, which is 
inserted to mark bit in marked 
attributes of marked tuple in 
relational database. Threshold 
employs a variable (odd) number of 
LFSRs .Threshold is a nonlinear 
generator, lets assume that we use 
three LFSRs,then the output 
generator can be written as : 

               b= (a1^a2) XOR (a1^a3) 
XOR (a2^a3)     

  Where a is input (one bit)  and  the 
symbol ^ is AND operation 
The linear complexity: 
          n1n2+n1n3+n2n3   where n 
is the length of LFSR  
  Threshold generator in this 
work consists of three LFSR’s 
connected as shown in Figure (3). 
The concept is if more than half the 
output bits are 1, then the output of 
the generator is 1, if more then half 
the output bit are 0 then the output 
of the generator is 0.  
3.3 The watermarking Insertion 
Algorithm 
Algorithm 1 Watermark 
Concealing Algorithm 
 Input : 
           // only the owner knows the 
secret key Қ. 
           // R is the relation to be 
marked. 
          // the parameter У, ν, and χ 
are also private to owner. 
 Output : New value of r.A   
(relation of attribute) 
   Begin 
1-    for each tuple r € R do 

2 -  Tuple marked = hash1 ( r.p, 
Қ )  mod У   // marked tuple 

      3 -  if (hash1 ( r.p, Қ ) mod У 
equals 0 ) then   
      4 -    Attribute marked i = hash1 
(r.p , Қ ) mod  ν  // marked attribute 
      5  -    bit marked j = hash1 (r.p , 
Қ) mod χ //  bit position  
      6-     r.Ai =concealing (r.Ai, 

tuple marked, attribute marked, bit 
marked j, Қ ) 
                       // watermark 
generator and embedding in 
database 
   6.1-   concealing (number τ , 
tuple marked, attribute marked bit 
marked j, Қ)   return  number 
          6.2 -  T1=  hash2(tuple 
marked , Қ)  //  SHA1 hash 
function 
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          6.3-   T2=  hash2(attribute 
marked, Қ)   
          6.4 -   T3=  hash2(bit marked 
j, Қ)  
    6.5 -   T=Thresholdstream 
(T1,T2,T3 ) //  watermark generator 
by threshold generator of steam   
cipher 
       6.6-  Set the LSB position of  τ 

to 1th bit position of T  
7 - until ending of tuples in 
database 
     End 
        This section presents briefly 
the watermarking relational 
database steps in the algorithm 1 
.Line 2 compute the index of tuple 
marked by using mod operation to 
the hash1 value on У .Line 3 
determines if the tuple under 
consideration will be marked. 
Because of the use of MAC (hash1) 
only the owner who has the 
knowledge of the private key Қ can 
easily determine which tuples have 
been marked. line 4 determines the 
attribute that will be marked 
amongst the ν candidate attributes. 
For a selected attribute, line 5 
determines the bit position amongst 
χ least significant bits that will be 
marked; the results of the tests in 
lines 4 and 5 depend on the private 
key of the owner. For erasing a 
watermark, therefore, the attacker 
will have to guess not only the 
tuples, but also the marked attribute 
within a tuple as well as the bit 
position. 
Line 6 concealing subroutine sets 
the selected bit to 0 or 1 depending 
on the result of sets operation that 
explain in line from 6.1 to 6.6. 
The inputs of subroutine are the 
value of marked attributes and 
index of tuple marked and index of 
attribute marked and index of bit 
marked finally the secret key. 

In line 6.2 the T1 is the hash value 
160 digit computed from hash2 
function for inputs( tuple marked 
and secret key) , In line 6.3 the T2 
is the hash value 160 digit 
computed from hash2 function for 
inputs( attribute marked and secret 
key) , In line 6.4 the T3 is the hash 
value 160 digit computed from 
hash2 function for inputs( bit 
marked and secret key) ,line 6.5 T 
is the hash value 160 digit 
generating by thresholdstream 
function of steam cipher  , finally 
line 6.6 Set the LSB position of  τ 

(attribute value ) to 1th bit position 
of T . 
   3.4 watermark Detection 
Algorithm  
Algorithm 2 Watermark 
Detecting Algorithm 
Input: 
   // the parameter  Қ, У, ν, χ ,and 

lencount  have the same used 
for watermark  insertion.  

   //  totalcount = matchcount = 0 
Output:   detect  WM Begin  

1- For each tuple s € S do 
2-  tuple marked = hash1( s.p, Қ )  
mod У    
3-   if  (hash1( s.p, Қ ) mod У equals 
0) then    
4-   attribute marked i =  hash1( s.p , 
Қ) mod  ν   
5-   bit marked j =  hash1 (s.p , Қ ) 
mod χ   
 6-   totalcount = totalcount + 1 
7-    matchcount = matchcount + wm  
detection  (s.Ai, tuple marked, 

attribute marked ,  bit marked j, Қ ) 
     7.1-  WM detection (number τ , 
tuple marked, attribute marked,bit 
marked j,   Қ)  return  number 
     7.2-  T1=  hash2(tuple marked , 
Қ)   
     7.3-  T2=  hash2(attribute 
marked, Қ)   
     7.4-  T3=  hash2(bit marked j, Қ)  
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    7.5-   T=Thresholdstream 
(T1,T2,T3)  

    7.6-  if  ( LSB bit  of  τ equal  1th 
bit position of  T) then return 1     
else   return 0 

    8-   goto 1                 
    9-     Ґ=threshold (totalcount , α ) 
   10 -    if  (matchcount ≥ Ґ ) then         

suspect piracy (detect watermark) 
This section presents briefly the 

steps to extract watermark from 
suspected relational database (S), all 
steps from 1 to 3 are explained in 
insertion algorithm. 

Lines 4 and 5 determine the 
attribute and the bit position that 
must have been marked. The 
subroutine wm detection compares 
the current bit value with the value 
that must have been set for that bit by 
the watermark concealing algorithm. 
Thus know how many tuples are 
tested (totalcount) and how many of 
them contain the expected bit value 
(matchcount).  

Line 6 increases the totalcount that 
determined how many tuples marked 
in insertion algorithm, line 7 
increased matchcount when wm 
detection subroutine returns 1. 
matchcount determined how many 
tuples match with marked  tuples in 
insertion algorithm.  
In wm detection subroutine the 
inputs of  subroutine are the value of 
marked attributes and index of tuple 
marked , index of attribute marked , 
index of bit marked and finally the 
secret key . 
In line 7.2 T1 is the hash value 160 
digit computed from hash2 function 
for inputs( tuple marked and secret 
key) , In line 7.3 T2 is the hash value 
160 digit computed from hash2 
function for inputs( attribute marked 
and secret key) , In line 7.4 T3 is the 
hash value 160 digit computed from 
hash2 function for inputs( bit marked 
and secret key) ,line 7.5 T is the hash 

value 160 digit generating by 
thresholdstream function of steam 
cipher  ,that same steps in concealing 
algorithm.  
 The line 7.6  if  LSB bit  of  τ equal  

1th bit position of  T then   return  1 
else return 0  
Line 8 goto to line 1 to take each 
tuple in relation database and 
processing it from line 2 to line 7, 
until end of relational database, line 
10 the matchcount is compared with 
the minimum count returned by the 
threshold function in line 9 for the 
test to succeed at the chosen level of 
significance α. 
3.5 Implementation 
      We ran experiments in 
Windows2003 with 2.0 GHz CPU 
and 512 MB RAM. Algorithms are 
applied to Forest Cover Type 
dataset,available from University of 
California at Irvine KDD Archive 
(http://kdd.ics.uci.edu/databases/cove
rtype/covertype.html). We choose the 
first 5,000 tuples to form a smaller 
relation in our experiment. We add a 
sequence number attribute served as 
the primary key. The first integer 
attribute ranging from 1859 to 3858 
is predefined to be marked. The 
candidate bit positions to be marked 
are the first 3 bits right before the 
radix point. We used the string of 
“covertype” (dataset’s name) as the 
secret key and an 8-bit string of 
“01001101” (“M” in ASCII code) as 
the fingerprint to be embedded. We 
chose γ1 = γ2 = 20; α1 = α2 = α3 = 
0.01. 
The tuples selected to be marked by 
the first embedding process is 265 
and 250 marked tuples by the second 
embedding process. So the total mark 
ratio is approximately 1/10. We can 
see 
in table 2 that the mean and variance 
of the marked attribute hardly 
changed after inserting, so the 
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alteration for watermarking is small 
enough to maintain the usability of 
the data. 
The most popular and special attacks 
to relational databases are the subset 
selection attack, subset addition 
attack and subset alteration attack. 
These attacks are corresponding to 
the most 
frequent operations on relational 
databases: select, insert, delete and 
modify . 
3.6 Analysis of Proposed System 
      This section analyzes the 
properties of the proposed 
watermarking technique. 
3.6.1 Probabilistic Framework 
       In the line 9 of algorithm2 we 

used threshold subroutine the input 
of threshold   function is totalcount 
that assume W that refer to marked 
tuples in database .in detection 
algorithm the owner looks at W bit 
and observes the number of bit 
value match those assigned by the 
concealing subroutine.  
       The probability is that at least  
Ґ(minimum marked tuple) out of 
W random bits ,each bit is equal to 
0 or 1 with equal probability. 
Therefore, the subroutine  
subroutine threshold(W, α) return  
minimum  Ґ. 
 α is the probability that owner will 
discover her watermark in a 
database relation not marked by 
her. By choosing lower values of α, 
owner can increase her confidence 
that if the detection algorithm  finds 
owners watermark in a suspected 
relation, it probably is a pirated 
copy. 
3.6.2  Detectability 
      The watermark detectability 
depends on two important values: 
1- the significance level α   
2- the number of marked tuples 
W. 

 The latter in turn depends on the 
number of tuples in the relation n 
and the gap parameter У. 
Watermark Detection Figure (4) 
plots the proportion of marked 
tuples that must have the correct 
watermark value for successful 
detection (i.e., Ґ/ У). We have 
plotted the results for relations of 
different sizes, assuming α= 0.01. 
Figure (4) Proportion of correctly 
marked tuples needed for 
detectability .To compute the 
proportion of correctly marked to 
the proposed system we take the 
relational databases in three size : 
1- the size 10000 tuples   
2- the size 100000 tuples 
3- the size 1000000 tuples  
The X-axis refer to the  percentage 
of tuples marked that compute by 
1/y*100 
 The percentage of tuples marked 
0.002%, 0.02%, 0.2%, and 2% 
correspond to the У values of 
50000, 5000, 500, and 50 
respectively,(ex: 
1/5000*100=0.02). 
the Y-axis refer to proportion of 
correctly marked tuples, the figure 
(4) shows that the required 
proportion of correctly marked 
tuples decreases as the marked 
tuples increases. Of course, you 
need more than 50% of the 
correctly marked tuples to 
differentiate a watermark from a 
chance occurrence, but with an 
appropriate choice of  У, this 
percentage can be made less than 
50%. This figure also shows that 
for larger relations. 
The plotted in Figure 5 required 
proportion of correctly marked 
tuples  for various values of α. The 
results are shown for a 500000 
tuple relation. Clearly, we need to 
proportionately find a larger 
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number of correctly marked tuples 
as the value of α decreases.  
More importantly though, even for 
very low values of α, it is possible 
to detect the watermark. Even for 
У=50000 where there are only 50 
marked tuples out of 500000 tuples. 
This proportion is good because we 
use the techniques of stream cipher 
depending on the hash function. 
3.6.3 Robustness 
     Now analyze the robustness of 
our watermarking technique against 
various forms of malicious attacks. 
Owner has marked W tuples. For 
detecting her watermark, attacker 
uses the significance level of α that 
determines the minimum number of 
tuples Ґ out of W that must have 
her mark intact. 
Bit-Flipping Attack  The attacker 
tries to destroy owner’s watermark 
by flipping the value at the bit 
positions which guesses have been 
marked. The analysis and results 
are similar to the zero-out and 
randomization attacks. 
Assume that attacker magically 
knows the values of the ν and χ 
parameters used by owner. The 
value of χ is assumed to be the 
same for all of ν attributes. Since 
attacker does not know which bit 
positions have been marked, he 
randomly chooses ς tuples out of  n  
tuples. For every selected tuple, he 
flips all of the bits in all of χ bit 
positions in all of ν attributes. To be 
successful, he should be able to flip 
at least T`=W-Ґ+1 marks. 
3.6.4 Inevitability Attack 
      In this type of attack the 
attacker trying to find a key that 
yields satisfactory the watermark 
for some value of  level of 
significance α.  
 For high values of α, the attacker 
can stumble upon such a key by 
repeatedly trying different key 

values. This attack failed for using 
low values of α. 
3.6.5 Design Trade-Offs 
     Watermarking technique in 
proposed system has four important 
tunable parameters: (i) α, the test 
significance level, (ii) У, the gap 
parameter that determines the 
fraction of tuples marked, (iii) ν, 
the number of attributes in the 
relation available for marking, and 
(iv) χ, the number of least 
significant bits available for 
marking. Based on the analysis 
presented in this section, Figure (6) 
summarizes in the important trade-
offs when selecting the values for 
these parameters. 

4. Conclusions 
       The following conclusions are 
drown from the present work:  
1- System Analysis shows that the 
watermark can withstand a wide 
variety of malicious  attacks, because 
of using the one-way hash function 
SHA-1, and using Threshold 
Generator in the watermarking 
algorithm.  
2- The basic idea of the 
watermarking techniques is to ensure 
that LSB bit position for some of the 
attributes of some of the tuples 
contain specific value. The tuples, 
attributes within tuple, bit position in 
an attribute, and specific bit value are 
all algorithmically determined under 
the control of private keys and by 
using SHA-1 algorithm's and 
Threshold Generator. 
3- The detectability and robustness of 
a watermark depend on the 
significance level (α) and the number 
of marked tuple (W). The latter in 
turn depends on the number of tuples 
(n) and gap parameter (У) that 
shown in system analysis steps.  
4- The proposed system provides an 
effective and reliable solution to 
protect valuable numeric relational 
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data from illegal duplications and 
redistributions.  
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Figure (1) Digital Watermarking – Embedding 

 

 

 

n Number of tuples in the relation 

ν Number of attributes in the relation available for marking 

χ 
Number of least significant bits LSB available for marking in an 
attribute 

1/y Fraction of tuples marked 

α Significance level of the test for detecting a watermark 

Ґ 
Minimum number of correctly marked tuples needed for 
detection 

T Output of Threshold Generator is binary number 

τ Attribute Value 

K Secret Key 

WM watermark 

Table (1) Notations  
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Figure (2) Digital Watermarking – Recovery 

 

 

 

 

Figure (3) Threshold Generator 
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Figure (5) Proportion of Correctly Marked Ttuples need for 
Decreasing α  

 

 

 

 

 

 

Figure (6) Design Trade-Offs 
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