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Abstract
The main goal of this paper lies briefly in submitting and modifying some numerical methods for solving system of linear Fractional order Integro-Differential Equations of Fredholm type (L.FFIDE's). in this method four kinds of shifted Chybeshev polynomials (T*,U*,V* and W*) are used as a bases of independent polynomials approximation f_n(x). The general fractional derivatives of these polynomials are formulated in the framework of the Riemann-liouville definition. Some numerical examples are solving to show that the different between these polynomials, furthermore Algorithms and programs by using MATLAB program are given.
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1-Introduction
Fractional calculus is the field of mathematical analysis which deals with the investigation and applications of integrals and derivatives of arbitrary order (real and complex numbers). The term fractional is a misnomer, but it is retained following the prevailing use.

System of fractional integro-differential equations are equations having unknown function together with both fractional differential and integral operations and has the form:

\[ D^a_i f^i(x) = g^i(x) + \sum_{j=1}^{b} k_{ij}(x,t) f^j(t) dt \]

\[ i=1,2,...,m ; a \leq x \leq b \]

The theory and application of fractional integral and derivatives can be fund in many fields of science and engineering, such as Viscoelasticity, fractional differential which have been used to describe material's...
constitutive equations. In fact a well-known equation which contains a fractional integral operator is the Abel integral equation. [1,2,4,5,9].

2-Basic Definitions: In this section we give definitions:

2-1 Definition: The fractional derivative by Reimaan-Lovill (R-L) has the form:

$$D^\alpha_x f(x) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dx^n} \left[ (x-a)^{n-\alpha} f(x) \right]$$

where \( m > \alpha \) is an integer number less than \( \alpha \). \([3, 5, 7]\)

Note: In this paper, we use R-L definition and its properties to find fractional derivatives of polynomials.

2-2 Some important properties of operator \((D^\alpha_x)\) \([7,8]\):

a- \( D^\alpha_x \sum c_i f_i(x) = \sum c_i D^\alpha_x f_i(x) \)

the linearity property.

b- \( D^\alpha_x c = \frac{c}{\Gamma(n-\alpha)} \frac{d^n}{dx^n} (x^{n-\alpha}) \)

where \( c \) is constant.

c- \( D^\alpha_x x^m = \frac{m!}{\Gamma(m-\alpha+1)} x^{m-\alpha} \)

where \( m = 0, 1, 2, \ldots \), \( \alpha > 0 \).

In a special case, \( \alpha = 0.5 \) we have:

d- \( D^{0.5}_x c = \frac{c}{\sqrt{\pi}} \)

e- \( D^{0.5}_x x^m = \frac{(m!)^2 (4x)^m}{(2m)! \sqrt{\pi} x} \)

where \( m = 0, 1, 2, \ldots \).

3- Chebyshev polynomials \([3]\): Chebyshev polynomials are orthogonal functions, and every where dense in numerical analysis. These polynomials have four kinds and have the forms:

3-1 First kind \( T_n(x) \) is a polynomial in \( x \) of degree \( n \). Defined by the relation:

\( T_0(x) = \cos(n\theta) \)\quad \text{where} \quad x = \cos \theta \quad (1)\)

The range of the variable \( x \) is the interval [-1,1], and the range of \( \theta \) can be taken as \([0,\pi]\). The recurrence relation:

\( T_n(x) = 2xT_{n-1}(x) - T_{n-2}(x) \quad ; \quad n=2, 3, \ldots \) where \( T_0(x) = 1 \) and \( T_1(x) = x \) \quad (2)\)

The general form given by:

\( T_n(x) = \sum_{r=0}^{[n/2]} (-1)^{r} \frac{(n-r)!}{r!(n-2r)!} (2x)^{(n-2r)} \quad ; \quad n \geq 1 \)

3-2 Second kind polynomial \( U_n(x) \): It is a polynomial of degree \( n \) in \( x \) defined by:

\( U_0(x) = \sin(n+1) \theta \)\quad \text{where} \quad x = \cos \theta \quad (4)\)

The recurrence relation:

\( U_n(x) = 2xU_{n-1}(x) - U_{n-2}(x) \quad ; \quad n=2, 3, \ldots \) where \( U_0(x) = 1 \) ; \( U_1(x) = 2x \) \quad (5)\)

The general form given by:

\( U_n(x) = \sum_{r=0}^{[n/2]} (-1)^{r} \frac{(n-r)!}{r!(n-2r)!} (2x)^{(n-2r)} \quad ; \quad n \geq 1 \)

3-3 Third kind polynomial \( V_n(x) \): Are polynomials of degree \( n \) in \( x \) defined by:

\( V_0(x) = \cos(n+1/2) \theta / \cos(1/2) \theta \)

Where \( x = \cos \theta \) \quad (7)\)

The recurrence relation:

\( V_n(x) = 2xV_{n-1}(x) - V_{n-2}(x) \quad ; \quad n=2, 3, \ldots \) where \( V_0(x) = 1 \) ; \( V_1(x) = 2x \) \quad (8)\)

3-4 Fourth kind polynomial \( W_n(x) \): Are polynomials of degree \( n \) in \( x \) defined by:

\( W_0(x) = \sin(n+1/2) \theta / \sin(1/2) \theta \)

Where \( x = \cos \theta \) \quad (9)\)

The recurrence relation:
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\[ W_n(x) = 2xW_{n-1}(x) - W_{n-2}(x) ; \]
\[ n=2,3,\ldots \quad \text{Where } W_0(x)=1 ; \]
\[ W_1(x)=2x+1 \quad \ldots (10) \]

4-Connections between the four kinds of polynomials:

Since \( \sin (n+1)θ - \sin (n-1)θ = 2\sin θ \cos nθ \) we have:

\[ U_n(x) - U_{n-2}(x) = 2T_n(x) ; \quad n=2,3,\ldots \quad \text{where } U_0(x)=T_0(x)=1 \]
\[ U_n(x) = 1/2 [ V_n(x) + W_n(x) ] \quad \ldots (11) \]

Since the trigonometric relations
\[ 2\sin(1/2θ) \cos(n+1/2θ) = \sin(n+1)θ - \sin(nθ) \]
\[ 2\cos(1/2θ) \sin(n+1/2θ) = \sin(n+1)θ + \sin(nθ) \]

We have
\[ V_n(x) = U_n(x) - U_{n-1}(x) \]
\[ \text{where } U_0(x)=1 ; U_1(x)=2x \quad \ldots (13) \]
\[ W_n(x) = U_n(x) + U_{n-1}(x) \]
\[ \text{where } U_0(x)=1 ; U_1(x)=2x \quad \ldots (14) \]

5-The shifted Chebyshev polynomials \( T_n^*(x), U_n^*, V_n^* \) and \( W_n^* \) \[ 10 \]:

Since the range \([0,1]\) is quite often more convenient to use than range \([-1,1]\), we sometimes map the independent variable \( x \) in \([0,1] \) to the variable \( s \) in \([-1,1] \) by the transformations
\[ S = 2x-1 \quad \text{or } x = 1/2 (1+s) \]
\[ \ldots (15) \]

Using the variable \( s \) into equations above \((3,6,13 \text{ and } 14)\) we have four forms of shifted Chebyshev polynomials, eq’s \((16-19)\).

\[ T_n^*(x) = T_n(s) ; \quad U_n^*(x) = U_n(s) ; \]
\[ V_n^*(x) = V_n(s) ; \quad W_n^*(x) = W_n(s) \]
where \( s=2x-1 \)
And the general forms:

\[ T_n^*(x) = \frac{n!}{2} \sum_{r=0}^{[n/2]} (-1)^r \frac{(n-r-1)!}{r!(n-2r)!} (2s)^{(n-2r)} ; \]
\[ T_0(s)=1 ; n > 1 \quad \ldots (16) \]
\[ U_n^*(x) = \frac{n!}{2} \sum_{r=0}^{[n/2]} (-1)^r \frac{(n-r)!}{r!(n-2r)!} (2s)^{(n-2r)} ; \]
\[ U_0(s)=1 ; n > 1 \quad \ldots (17) \]
\[ V_n^*(x) = U_n(x) - U_{n-1}(x) \]
\[ \text{where } U_0(s)=1 ; U_1(s)=2s \quad \ldots (18) \]
\[ W_n^*(x) = U_n(x) + U_{n-1}(x) \]
\[ \text{where } U_0(s)=1 ; U_1(s)=2s \quad \ldots (19) \]

6-Fractional Derivatives of shifted Chebyshev polynomials:

Consider the properties of the operator \( D_\alpha x \) eq’s \((1-2a, b, \text{ and } c)\)
putting in eq’s \((16,17,18 \text{ and } 19)\) yield:

\[ D_\alpha x T_n^*(x) = \frac{n!}{2} \sum_{r=0}^{[n/2]} (-1)^r \frac{(n-r-1)!}{r!(n-2r)!} (2s)^{(n-2r-\alpha)} ; \]
\[ n > 1 \quad \ldots (20) \]
where \( s=2x-1 \quad \ldots (20a) \)

\[ D_\alpha x U_n^*(x) = \frac{n!}{2} \sum_{r=0}^{[n/2]} (-1)^r \frac{(n-r)!}{r!(n-2r-\alpha)!} (2s)^{(n-2r-\alpha)} ; \]
\[ n > 1 \quad \ldots (21) \]
where \( s=2x-1 \quad \ldots (21a) \)

\[ D_\alpha x U_0^*(x) = \frac{n!}{2} \sum_{r=0}^{[n/2]} (-1)^r \frac{(n-r)!}{r!(n-2r+\alpha)!} (2s)^{(n-2r+\alpha)} ; \]
\[ n > 1 \quad \ldots (22) \]
where \( s=2x-1 \quad \ldots (22a) \)
where  

**Remark 6-1:** If  

and using properties of operator  , then the general forms of fractional derivative of shifted Chebyshev polynomials yield:

**Step 1:** We approximate unknown functions by (N) known functions  by the form:

**Step 2:** In this step we choose  points ( ) in the interval  , putting these points in the system equations (29) which gives (unknown parameters  ) , we must found them to find solution of the system. 

**Remark 8-1:** We can write the system of eq(29) by a matrix from as:

where  is (unknown parameters  )
matrices \( A_{ij}^{rk} \) where \( i,j=1,2,\ldots,m \); \( r,k=0,1,2,\ldots,N \) we can write as:

\[
A = \begin{bmatrix}
A_{11}^{1k} & A_{12}^{1k} & \cdots & A_{1m}^{1k} \\
A_{21}^{2k} & A_{22}^{2k} & \cdots & A_{2m}^{2k} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m1}^{mk} & A_{m2}^{mk} & \cdots & A_{mm}^{mk}
\end{bmatrix}
\]

Where the sub-matrices are:

\[
A_{ij} = \begin{bmatrix}
a_{ij}^{00} & a_{ij}^{01} & \cdots & a_{ij}^{0N} \\
a_{ij}^{10} & a_{ij}^{11} & \cdots & a_{ij}^{1N} \\
\vdots & \vdots & \ddots & \vdots \\
a_{ij}^{N0} & a_{ij}^{N1} & \cdots & a_{ij}^{NN}
\end{bmatrix}
\]

the elements \( a_{ij}^{rk} \) from eq\( (33) \)

\[
( a_{ij}^{rk} ) =
\begin{cases}
D^e_x \Phi_i(x_r) - \int_a^b k_s(x_r,t) \Phi_i(x_t) dt & \text{if } i = j \\
- \int_a^b k_s(x_r,t) \Phi_j(x_t) dt & \text{if } i \neq j
\end{cases}
\]

\[
( a_{ij}^{rk} ) =
\begin{cases}
C_r^1 \\
C_r^2 \\
\vdots \\
C_r^m
\end{cases}
\]

\( C_r = \begin{bmatrix}
c_r^0 \\
c_r^1 \\
\vdots \\
c_r^m
\end{bmatrix} \)

Similarly, we can write the \( G \) column by \((N+1)\) sub columns as:

\[
G = \begin{bmatrix}
g_k^1 \\
g_k^2 \\
\vdots \\
g_k^m
\end{bmatrix}
\]

\( G_k = \begin{bmatrix}
g_k^0 \\
g_k^1 \\
\vdots \\
g_k^m
\end{bmatrix} \)

The \( C \) column has \( m \) sub-columns \( C_r^i \) and we can write them as:

\[
\begin{align*}
\text{Remark 8-2:} & \quad \text{Since eq\( (33) \) and properties \( (d, e) \) of operator \( D_x^{0.5} \) then all parts of matrix (A) has the part \( \frac{1}{\sqrt{\pi} x} \) so that we must choose points } \\
& \quad \text{\( (x_k, k=0,1,2,\ldots,N) s.t. (2x_k -1 > 0) \) or } \\
& \quad \text{\( (x_k > 0.5) \), in general } x_k = 0.55 + k(0.45/N) \)
\end{align*}
\]
For example if N=2 then k=0,1,2 and \( x_k = \{0.55, 0.77, 1\} \).

**Algorithm:** Steps to solve (S.LFFIDE’s):

**Step1:** Choose points \( x_k \) use eq(36) where \( k=0,1,\ldots,N \).

**Step2:** Evaluate \((a_{ij}^k)\) use eq’s(33) and eq’s (16-19, 20-23) for all \( i,j=1,2,\ldots,m \); \( k,r=0,1,2,\ldots,N \).

**Step3:** Compute \( G_k^i \) use eq(35) for all \( i=1,2,\ldots,m \); \( k=0,1,2,\ldots,N \).

**Step4:** Construct the general matrix \( A \) use eq’s(31-32) with step2 and column \( G \) using eq(35) with step3.

**Step5:** Solve the system \( AC = G \) use Gauses-Elimination to find column \( C \) where \( C = A^{-1}G \) or \( C = \text{inv}(A) \times G \).

**Step6:** Find the approximate solutions \( f^i(x) \) use eq(27) where the bases functions \( \Phi_j \) are one of bases \( (T_n^*, U_n^*, V_n^* \text{ and } W_n^*) \).

**Note:** In this work we use programs in MATLAB with six steps above to find approximate solution where:

- \( F_{NI}T^* \) means programs use steps above to find approximate solution to \( f^1(x) \).
- \( F_{NI}U^* \) means programs use steps above to find approximate solution to \( f^2(x) \).
- \( F_{NI}V^* \) means programs use steps above to find approximate solution to \( f^3(x) \).
- \( F_{NI}W^* \) means programs use steps above to find approximate solution to \( f^4(x) \).

**Example 1:** Solve the linear system (FFIDE’s):

\[
D_0^{0.5} f^i(x) = g^i(x) + \sum_{j=1}^{1} k_{ij}(x,t) f^j(t) dt
\]

where \( k_{ij}(x,t) = 1 \); \( i,j=1,2 \) and

\[
g^1(x) = \frac{2x}{\sqrt{\pi x}} - 1 \quad ; \\
g^2(x) = \frac{4x}{\sqrt{\pi x}} - 0.5 \quad \text{with exact solution } f^1(x) = x ; f^2(x) = 2x.
\]

**Solution:** Choose \( N=1 \) and running four programs above the results of this example listed in tables (1-1), (1-2) which obtained by using bases \( (T_n^*, U_n^*, V_n^* \text{ and } W_n^*) \).

**Example 2:** Solve the linear system (FFIDE’s):

\[
D_0^{0.5} f^i(x) = g^i(x) + \sum_{j=1}^{1} k_{ij}(x,t) f^j(t) dt
\]

where \( k_{ij}(x,t) = 1 \); \( i,j=1,2 \) and

\[
g^1(x) = \frac{2x}{\sqrt{\pi x}} - 3 \quad ; \\
g^2(x) = \frac{1}{\sqrt{\pi x}} + \frac{4x}{\sqrt{\pi x}} + \frac{8x^2}{\sqrt{\pi x}} - 0.5
\]

with exact solution \( f^1(x) = x \); \( f^2(x) = 1+2x+3x^3 \).

**Solution:** Choose \( N=2 \) : and running four programs above the results of this example listed in tables (2-1), (2-2) which obtained by using bases \( (T_n^*, U_n^*, V_n^* \text{ and } W_n^*) \).

**Example 3:** Solve the linear system (FFIDE’s):

\[
D_0^{0.5} f^i(x) = g^1(x) + \int_0^1 f^2(t) dt
\]

\[
D_0^{0.5} f^2(x) = g^2(x) + \int_0^1 f^1(t) dt
\]

\[
g^1(x) = \frac{1}{\sqrt{\pi x}} + e^x e^{-\sqrt{x}} - (e^x - e^2)
\]
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\[ g^2(x) = \frac{1}{\sqrt{\pi x}} + e^x \text{erf} (\sqrt{x}) - (e - 1) \]

with exact solution \( f_1(x) = e^x; \)
\( f_2(x) = e^{x+2}. \)

Solution: Choose \( N=5,8 \) and running four programs above the results of this example listed in tables (3-1), (3-2) which obtained by using bases \( (T_n^*, U_n^*, V_n^* \text{and } W_n^*). \)

Conclusions
1. All kinds of shifted Chebyshev polynomials \( (T_n^*, U_n^*, V_n^* \text{and } W_n^*) \) as a basis function which are used in this paper have proved their effectiveness in solving linear system (FFIDE's) numerically and finding accurate results, when unknown functions are algebraic functions, other functions the \( U_n^* \) gives better solution than other bases.
2. All Chebyshev polynomials depends on \( N \) as \( N \) increasing, the error term is decreased.
3. The results show a marked improvement in the least square errors from which we conclude that.
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### Ex1-(N1)

\[ \Omega_1=\chi \]

<table>
<thead>
<tr>
<th>( X_i )</th>
<th>( F_1=\chi )</th>
<th>( F_{N1T} )</th>
<th>( F_{N1U} )</th>
<th>( F_{N1V} )</th>
<th>( F_{N1W} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>L.S.</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Table (1-1)**

### \( \Omega_2=2\chi \)

<table>
<thead>
<tr>
<th>( X_i )</th>
<th>( F_2=2\chi )</th>
<th>( F_{N2T} )</th>
<th>( F_{N2U} )</th>
<th>( F_{N2V} )</th>
<th>( F_{N2W} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>0.3</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>0.4</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.6</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>0.7</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>0.8</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>0.9</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>L.S.</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Table (1-2)**
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Ex2:

\[ f_1 = x \]

<table>
<thead>
<tr>
<th>X</th>
<th>f_{1}</th>
<th>f_{1.1T}</th>
<th>f_{1.1U}</th>
<th>f_{1.1V}</th>
<th>f_{1.1W}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.10</td>
<td>0.99999999999374e-02</td>
<td>0.99999999999427e-02</td>
<td>0.99999999999427e-02</td>
<td>0.99999999999774e-02</td>
</tr>
<tr>
<td>0.2</td>
<td>0.20</td>
<td>1.99999999998640e-01</td>
<td>1.99999999998640e-01</td>
<td>1.99999999998640e-01</td>
<td>1.99999999998640e-01</td>
</tr>
<tr>
<td>0.3</td>
<td>0.30</td>
<td>2.99999999997806e-01</td>
<td>2.99999999997806e-01</td>
<td>2.99999999997806e-01</td>
<td>2.99999999997806e-01</td>
</tr>
<tr>
<td>0.4</td>
<td>0.40</td>
<td>3.99999999996971e-01</td>
<td>3.99999999996971e-01</td>
<td>3.99999999996971e-01</td>
<td>3.99999999996971e-01</td>
</tr>
<tr>
<td>0.5</td>
<td>0.50</td>
<td>4.99999999995137e-01</td>
<td>4.99999999995137e-01</td>
<td>4.99999999995137e-01</td>
<td>4.99999999995137e-01</td>
</tr>
<tr>
<td>0.6</td>
<td>0.60</td>
<td>5.99999999993302e-01</td>
<td>5.99999999993302e-01</td>
<td>5.99999999993302e-01</td>
<td>5.99999999993302e-01</td>
</tr>
<tr>
<td>0.7</td>
<td>0.70</td>
<td>6.99999999991467e-01</td>
<td>6.99999999991467e-01</td>
<td>6.99999999991467e-01</td>
<td>6.99999999991467e-01</td>
</tr>
<tr>
<td>0.8</td>
<td>0.80</td>
<td>7.99999999989621e-01</td>
<td>7.99999999989621e-01</td>
<td>7.99999999989621e-01</td>
<td>7.99999999989621e-01</td>
</tr>
<tr>
<td>0.9</td>
<td>0.90</td>
<td>8.99999999987775e-01</td>
<td>8.99999999987775e-01</td>
<td>8.99999999987775e-01</td>
<td>8.99999999987775e-01</td>
</tr>
<tr>
<td>1.0</td>
<td>0.999999999969710e+01</td>
<td>0.999999999969710e+01</td>
<td>0.999999999969710e+01</td>
<td>0.999999999969710e+01</td>
<td></td>
</tr>
</tbody>
</table>

L.S. Error: 6.35622566547064e-01

\[ f_2 = 1 + 2x + 3x^2 \]

<table>
<thead>
<tr>
<th>X</th>
<th>f_{2}</th>
<th>f_{2.1T}</th>
<th>f_{2.1U}</th>
<th>f_{2.1V}</th>
<th>f_{2.1W}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.01</td>
<td>1.22999999999372e-00</td>
<td>1.22999999999372e-00</td>
<td>1.22999999999372e-00</td>
<td>1.22999999999372e-00</td>
</tr>
<tr>
<td>0.2</td>
<td>2.02</td>
<td>1.63999999999281e-00</td>
<td>1.63999999999281e-00</td>
<td>1.63999999999281e-00</td>
<td>1.63999999999281e-00</td>
</tr>
<tr>
<td>0.3</td>
<td>3.03</td>
<td>2.04999999999190e-00</td>
<td>2.04999999999190e-00</td>
<td>2.04999999999190e-00</td>
<td>2.04999999999190e-00</td>
</tr>
<tr>
<td>0.4</td>
<td>4.04</td>
<td>2.45999999999100e-00</td>
<td>2.45999999999100e-00</td>
<td>2.45999999999100e-00</td>
<td>2.45999999999100e-00</td>
</tr>
<tr>
<td>0.5</td>
<td>5.05</td>
<td>2.86999999999010e-00</td>
<td>2.86999999999010e-00</td>
<td>2.86999999999010e-00</td>
<td>2.86999999999010e-00</td>
</tr>
<tr>
<td>0.6</td>
<td>6.06</td>
<td>3.27999999998920e-00</td>
<td>3.27999999998920e-00</td>
<td>3.27999999998920e-00</td>
<td>3.27999999998920e-00</td>
</tr>
<tr>
<td>0.7</td>
<td>7.07</td>
<td>3.68999999998830e-00</td>
<td>3.68999999998830e-00</td>
<td>3.68999999998830e-00</td>
<td>3.68999999998830e-00</td>
</tr>
<tr>
<td>0.8</td>
<td>8.08</td>
<td>4.09999999998740e-00</td>
<td>4.09999999998740e-00</td>
<td>4.09999999998740e-00</td>
<td>4.09999999998740e-00</td>
</tr>
<tr>
<td>0.9</td>
<td>9.09</td>
<td>4.50999999998650e-00</td>
<td>4.50999999998650e-00</td>
<td>4.50999999998650e-00</td>
<td>4.50999999998650e-00</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0000000000000000e+01</td>
<td>0.0000000000000000e+00</td>
<td>0.0000000000000000e+00</td>
<td>0.0000000000000000e+00</td>
<td></td>
</tr>
</tbody>
</table>

L.S. Error: 9.25381229301777e-02

Table (2-2)
Ex3-(N=5)

<table>
<thead>
<tr>
<th>( f_1 = e^x )</th>
<th>( f_1 )</th>
<th>( f_1 )</th>
<th>( f_1 )</th>
<th>( f_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>( f_1 )</td>
<td>( f_1 )</td>
<td>( f_1 )</td>
<td>( f_1 )</td>
</tr>
<tr>
<td>0.1</td>
<td>1.1052</td>
<td>1.2717</td>
<td>1.8681</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.2</td>
<td>1.2224</td>
<td>1.3848</td>
<td>1.9770</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.3</td>
<td>1.3395</td>
<td>1.5132</td>
<td>2.0924</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.4</td>
<td>1.4649</td>
<td>1.6308</td>
<td>2.2235</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.5</td>
<td>1.5807</td>
<td>1.7570</td>
<td>2.3618</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.6</td>
<td>1.6988</td>
<td>1.8836</td>
<td>2.5076</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.7</td>
<td>1.8198</td>
<td>2.0104</td>
<td>2.6632</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.8</td>
<td>2.0104</td>
<td>2.1372</td>
<td>2.9348</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.9</td>
<td>2.0365</td>
<td>2.1810</td>
<td>3.0298</td>
<td>0.0000</td>
</tr>
<tr>
<td>1</td>
<td>2.2013</td>
<td>2.2456</td>
<td>3.1416</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

L.S. Error: 0.005

Table (3-1)

<table>
<thead>
<tr>
<th>( f_2 = e^{x^2} )</th>
<th>( f_2 )</th>
<th>( f_2 )</th>
<th>( f_2 )</th>
<th>( f_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>( f_2 )</td>
<td>( f_2 )</td>
<td>( f_2 )</td>
<td>( f_2 )</td>
</tr>
<tr>
<td>0.1</td>
<td>3.1622</td>
<td>3.4657</td>
<td>7.0847</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.2</td>
<td>3.0289</td>
<td>3.0713</td>
<td>6.8980</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.3</td>
<td>2.9974</td>
<td>2.9870</td>
<td>6.9769</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.4</td>
<td>2.9632</td>
<td>2.9643</td>
<td>7.0997</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.5</td>
<td>2.9292</td>
<td>2.9347</td>
<td>7.2548</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.6</td>
<td>2.8877</td>
<td>2.8960</td>
<td>7.4429</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.7</td>
<td>2.8415</td>
<td>2.8513</td>
<td>7.6769</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.8</td>
<td>2.7994</td>
<td>2.8110</td>
<td>7.9597</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.9</td>
<td>2.7597</td>
<td>2.7735</td>
<td>8.2997</td>
<td>0.0000</td>
</tr>
<tr>
<td>1</td>
<td>2.7224</td>
<td>2.7382</td>
<td>8.7097</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

L.S. Error: 0.005

Table (3-2)
Shifted Chebyshev Polynomials for a certain system of fractional order Integro-Differential Equations

Ex3-(N=8)

$$f_2 = e^{x^2}$$

<table>
<thead>
<tr>
<th>$x$</th>
<th>$f_2 = e^{x^2}$</th>
<th>$f_2 U$</th>
<th>$f_2 V$</th>
<th>$f_2 W$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.1662</td>
<td>1.1659</td>
<td>1.1658</td>
<td>1.1659</td>
</tr>
<tr>
<td>0.2</td>
<td>1.2028</td>
<td>1.2026</td>
<td>1.2020</td>
<td>1.2026</td>
</tr>
<tr>
<td>0.3</td>
<td>1.2028</td>
<td>1.2026</td>
<td>1.2020</td>
<td>1.2026</td>
</tr>
<tr>
<td>0.5</td>
<td>1.2028</td>
<td>1.2026</td>
<td>1.2020</td>
<td>1.2026</td>
</tr>
<tr>
<td>0.7</td>
<td>1.2028</td>
<td>1.2026</td>
<td>1.2020</td>
<td>1.2026</td>
</tr>
<tr>
<td>0.8</td>
<td>1.2028</td>
<td>1.2026</td>
<td>1.2020</td>
<td>1.2026</td>
</tr>
<tr>
<td>1</td>
<td>1.2028</td>
<td>1.2026</td>
<td>1.2020</td>
<td>1.2026</td>
</tr>
</tbody>
</table>

L.S. Error: 4.46612813042770e-07

Table (4-2)

$$f_1 = e^x$$

<table>
<thead>
<tr>
<th>$x$</th>
<th>$f_1 = e^x$</th>
<th>$f_1 U$</th>
<th>$f_1 V$</th>
<th>$f_1 W$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.1053</td>
<td>1.1053</td>
<td>1.1053</td>
<td>1.1054</td>
</tr>
<tr>
<td>0.2</td>
<td>1.2214</td>
<td>1.2214</td>
<td>1.2214</td>
<td>1.2216</td>
</tr>
<tr>
<td>0.3</td>
<td>1.3699</td>
<td>1.3699</td>
<td>1.3699</td>
<td>1.3702</td>
</tr>
<tr>
<td>0.4</td>
<td>1.5616</td>
<td>1.5616</td>
<td>1.5616</td>
<td>1.5620</td>
</tr>
<tr>
<td>0.5</td>
<td>1.7822</td>
<td>1.7822</td>
<td>1.7822</td>
<td>1.7827</td>
</tr>
<tr>
<td>0.7</td>
<td>2.0134</td>
<td>2.0134</td>
<td>2.0134</td>
<td>2.0140</td>
</tr>
<tr>
<td>0.8</td>
<td>2.2265</td>
<td>2.2265</td>
<td>2.2265</td>
<td>2.2271</td>
</tr>
<tr>
<td>0.9</td>
<td>2.4856</td>
<td>2.4856</td>
<td>2.4856</td>
<td>2.4862</td>
</tr>
<tr>
<td>1</td>
<td>2.7833</td>
<td>2.7833</td>
<td>2.7833</td>
<td>2.7839</td>
</tr>
</tbody>
</table>

L.S. Error: 4.7277832383178e-07

Table (4-1)
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