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Abstract
Optical flow estimation is still one of the key problems in computer vision. When estimating the displacement field between two images, it is applied as soon as correspondences between pixels are needed. The choice of the transform is an important tool in optical flow estimation. So in this paper curvelet transform is proposed to estimate the optical flow. It is found that the proposed algorithm is much better than most recently previous work based on multiwavelet. This is because curvelet transform can be efficient in finding estimates along curves.
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1- Introduction
Digital video storage and transmission have become increasingly important for applications like high-definition television, digital entertainment systems, movies, video-conferencing, multimedia, video-on-demand and telemedicine. These applications have become feasible with the emergence of high-speed networks with large transmission bandwidths. However, the raw data rates produced by a video source are extremely large, and effective compression schemes are needed in order to efficiently utilize the bandwidth and storage media. In motion compensated video coding, the current frame is predicted from the previous reconstructed frame using a motion field (or equivalently, a displacement field) between these two frames. Determination of the motion...
field is a well-known ill-posed problem, which can be addressed by making certain physical assumptions. The motion field is determined primarily by the motion of objects in the scene relative to the camera and by changes in illumination; for this reason, it should exhibit a good degree of spatio-temporal coherence, sometimes described as smoothness [1].

Estimation of visual motion is an important aspect of visual processing in freely behaving and cognitive autonomous systems. However, it is difficult to obtain a reliable estimate because visual motion is inherently ambiguous. The ambiguity can be resolved by estimating the visual motion in terms of a model that relates the observed spatio-temporal brightness changes in a visual scene with the underlying physical world producing it. The better the model, the better is the understanding of the visual scene, and so the better is the estimate of visual motion [2].

Motion estimation has been the object of much study in the computer vision literature. Most models for the analysis of visual motion begin by extracting two-dimensional motion information. In particular, computer vision techniques typically compute two-dimensional optical flow vectors, which describe the motion of each portion of the image in the image plane[3].

In 1981, Horn and Schunck [4] devised a simple way to compute the optical flow based on regularization. It is based on the observation that the flow velocity has two components and that the basic equation for the rate of change of image brightness provides only one constraint. In 1986, Hildreth [5] suggested a motion estimation scheme that performs smoothing only along the contours. In 1988, Heeger [6] used set of 12 frequency-tuned Gabor filters in order to make local measurements in the power spectrum. These filters are tuned to different orientations in spatio-temporal frequency. In 1990, Fleet and Jepson [7] used a set of velocity tuned filters and the phase behavior of the filter outputs. They claimed that phase-based techniques are more robust than techniques based on conservation of intensity, especially in the presence of noise, brightness change and non-translational motion. In 2000, Wu et al.[8] used wavelets to model flow vectors and proposed a coarse-to-fine hierarchy to reconstruct these vectors. Finally, H. N. Al-Taai [9] presented an algorithm based on 2D multiwavelet transform.

2- Optical Flow

Motion is one of the most important research topics in computer vision. It is the base for many other problems such as visual tracking, structure from motion, video representation, and even video compression.

Optical flow is a velocity field associated with brightness changes in the image.

A most popularly used constraint was proposed by Horn and Schunck[4] and is referred to as the smoothness constraint. Mathematically, the smoothness constraint is imposed in optical flow determination by minimizing the square of the magnitude of the gradient of the optical flow vectors [9,10]:

$$\left(\frac{\partial u}{\partial x}\right)^2 + \left(\frac{\partial u}{\partial y}\right)^2 + \left(\frac{\partial v}{\partial x}\right)^2 + \left(\frac{\partial v}{\partial y}\right)^2 \quad .(1)$$

It can be easily verified that the smoother the flow vector field, the smaller these quantities are. Actually,
the square of the magnitude of the gradient of intensity function with respect to the spatial coordinates, summed over a whole image or an image region, has been used as a smoothness measure of the image or the image region in the digital image processing literature [9,11]. Optical flow determination can then be converted into a minimization problem. The square of the left hand side of

\[ 0 = \frac{\partial I}{\partial x} u + \frac{\partial I}{\partial y} v + \frac{\partial I}{\partial t} \]  

which can be derived from the brightness time-invariance equation, represents one type of error. It may be caused by quantization noise or other noises and can be written as [9]:

\[ E^2_b = \left( \frac{\partial I}{\partial x} u + \frac{\partial I}{\partial y} v + \frac{\partial I}{\partial t} \right)^2 \]  

The smoothness measure expressed in equation (2) denotes another type of error, which is:

\[ E^2_c = \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 \]  

The total error to be minimized is

\[ E^2 = \sum_x \sum_y E^2_b + \lambda^2 E^2_c \]  

or

\[ E^2 = \sum_x \sum_y \left( \frac{\partial I}{\partial x} u + \frac{\partial I}{\partial y} v + \frac{\partial I}{\partial t} \right)^2 + \lambda^2 \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 \right] \]  

where \( \lambda \) is a weight between these two types of errors. The optical flow quantities \( U \) and \( V \) can be found by minimizing the total error [9].

3- Curvelet Transform

In this section, we briefly introduce the curvelet transform in 2D. We work throughout in \( R^2 \), with spatial variable \( x \), with frequency value \( \Omega \), and with \( r \) and \( \Theta \) being the polar coordinates in the frequency domain. We start with a pair of windows \( W(r) \) and \( V(t) \), which we will call the radial window and the angular window, respectively. They are smooth, non-negative and real-valued, with \( W \) taking positive real arguments and supported on \( r \in [1/2,2] \) and \( V \) taking real arguments and supported on \( t \in [-2\pi,2\pi] \). These windows will always obey the conditions [12]:

\[ \sum_{j=\infty}^{\infty} W^2(2^{-j} r) = 1, \quad r > 0 \]  

\[ \sum_{l=-\infty}^{\infty} V^2(t - 2\pi l) = 1, \quad t \in \mathbb{R} \]  

Introducing the lowpass window \( W_{j_0} \) which satisfies the following condition

\[ W_{j_0}(r)^2 + \sum_{j > j_0} W^2(2^{-j} r)^2 = 1 \]  

For each \( j > j_0 \), \( W(2^{-j} r) \) smoothly extracts the frequency content inside the dyadic region \( \left( 2^{-j-1}, 2^{-j+1} \right) \). Curvelets are organized by the triple index \( (j, l, k) \), with \( j \) standing for scale, \( l \) for orientation, and \( k = (k_1, k_2) \) for spatial location [12].

Coarsest scale \( j = j_0 \). The coarsest scale curvelets are isotropic, and the
only index for \( l \) is zero. We define the frequency window \( U_{j,0,0} \) by
\[
U_{j,0,0}(\omega) = W_{j,0}(\omega) \quad \ldots(10)
\]
Suppose \( U_{j,0,0} \) is supported on a rectangle of size \( \mathbf{L}_{1,j,0} \) by \( \mathbf{L}_{2,j,0} \). The coarsest curvelets are defined by means of their Fourier transform [12]
\[
\hat{\phi}_{j,0,0}(\omega) = U_{j,0,0}(\omega) \exp[-2\pi i (k_0 \omega_0 / L_{1,j,0} + k_2 \omega_2 / L_{2,j,0})] \sqrt{L_{1,j,0} \cdot L_{2,j,0}} \quad \ldots(11)
\]

**Fine scale** \( j > j_0 \). The frequency content radially extracted by \( W(2^{-j} r) \) is further partitioned into \( 2^{j/2} \) angular windows. For each \( 0 \leq l < 2^{j/2} \), we define a wedge-like frequency window \( U_{j,1}(\omega) \) by
\[
U_{j,1}(\omega) = W(2^{1/2} r) V(2^{1/2} (\theta - \theta_j)) \quad \ldots(12)
\]
where \( \theta_j = 2\pi l \cdot 2^{-j/2} \) (see Figure 1(a)). Suppose \( U_{j,0} \) is supported a rectangle of size \( \mathbf{L}_{1,j} \) by \( \mathbf{L}_{2,j} \). Clearly \( \mathbf{L}_{1,j} = \mathcal{O}(2^{j}) \) and \( \mathbf{L}_{2,j} = \mathcal{O}(2^{j/2}) \). The curvelets at scale \( j \) and orientation \( l = 0 \) are defined through their Fourier transforms [12]
\[
\hat{\phi}_{j,0,k}(\omega) = U_{j,0,k}(\omega) \exp[-2\pi i (k_0 \omega_0 / L_{1,j} + k_2 \omega_2 / L_{2,j})] \quad \ldots(13)
\]
Directly from this definition, we know, for any \( k = (k_1, k_2) \) with \( k_1, k_2 \in \mathbb{Z} \),
\[
\phi_{j,0,k}(x) = \phi_{j,0,0}(x - (k_1 / L_{1,j}, k_2 / L_{2,j})) \quad \ldots(14)
\]
For general \( l \), the curvelets of orientation \( l \) are defined by
\[
\phi_{j,l,k}(x) = \phi_{j,0,k}(R_{\theta \theta_j} \cdot x) \quad \ldots(14)
\]
where \( R_{\theta} \) is the rotation matrix by \( \theta \) radians. Obviously, the Fourier transform \( \hat{\phi}_{j,l,k} \) of a curvelet \( \phi_{j,l,k} \) is localized on the support of the frequency window \( U_{j,l,0} \).

The curvelet coefficients of a function \( f \in L^2(\mathbb{R}^2) \) are simply the inner products between \( f \) and the curvelets
\[
c(l,k) = \langle \phi_{j,l,k}, f \rangle = \int_{\mathbb{R}^2} \overline{\phi_{j,l,k}(x)} f(x) dx 
\]
\[
\ldots(15)
\]
The coarsest scale curvelets are non-directional. However, it is the behavior of the fine-scale directional elements that are of interest. Fig 1 summarizes the key components of this construction. We now summarize a few properties of the curvelet transform [12]:

3-1) **Tight-frame.** Much like in an orthonormal basis, we can expand an arbitrary function \( f(x_1, x_2) \in L^2(\mathbb{R}^2) \) as a series of curvelets: we have a reconstruction formula
\[
f = \sum_{j,l,k} \langle \phi_{j,l,k}, f \rangle \phi_{j,l,k} \quad \ldots(16)
\]
with equality holding in an \( L^2 \) sense; and a Parseval relation
\[
\sum_{j,l,k} \left| \langle f, \phi_{j,l,k} \rangle \right|^2 = \| f \|_{L^2(\mathbb{R}^2)}^2 
\]
\[
\forall f \in L^2(\mathbb{R}^2) \quad \ldots(17)
\]
3-2) **Parabolic scaling.** The frequency localization of \( U_{j,l,0} \) implies
the following spatial structure: \( \varphi_{j,1,k}(x) \) is of rapid decay away from a \( 2^{-j} \) by \( 2^{-j/2} \) rectangle with major axis orthogonal to the direction \( \Theta_1 \).
In short, the effective length and width obey the scaling relation
\[
\text{length} \approx 2^{-j/2}, \quad \text{width} \approx 2^{-j} \Rightarrow \text{width} = \text{length}^2
\] ... (18)

3-3) Oscillatory behavior. As is apparent from its definition, \( U_{j,0} \) is actually supported away from the vertical axis \( \omega_1 = 0 \) but near the horizontal \( \omega_2 = 0 \) axis. This implies that \( \varphi_{j,0,k}(x) \) is oscillatory in the \( X_1 \)-direction and lowpass in the \( X_2 \)-direction. The situation for any other \( \varphi_{j,1,k} \) is exactly the same up to a rotation. Hence, at scale \( j \), a curvelet is a fine needle whose envelope is a ridge of effective length \( 2^{-j/2} \) and width \( 2^{-j} \), and which displays an oscillatory behavior across its minor axis.

3-4) Optimal basis for curve-like singularities. As a result of the parabolic scaling property, the curvelet frame is the optimal sparse representation for those functions with singularities along \( C^2 \) curves but otherwise smooth [12].

4- The Proposed Algorithm

A new algorithm for computing optical flow in the differential framework (which is derived from the Horn and Schunck approach but with a higher density of estimates) is proposed here. The proposed algorithm differs from the algorithm presented in [9] by the transformation used in the pre-smoothing stage which is based here on curvelet transform. While in [9] is based on multiwavelet transform. The proposed algorithm is as follows:

4-1) Pre-smooth the data using 2D Discrete Curvelet Transform (DCvT): There are two separate DCvT algorithms introduced in [16]. While, the two algorithms give the same results, and since the second algorithm (the wrapping DCvT) gives both a more intuitive algorithm and faster computation time [13] so the second algorithm is used in this paper.

4-2) Calculate the Partial Derivative: A 2×2×2 spatiotemporal derivative for estimation the partial derivatives \( I_x, I_y, \) and \( I_t \). Only two images are required to perform the derivatives as follows:
\[
\begin{align*}
I_x & = \frac{1}{4} \left[ (I(x+1,y,t) - I(x,y,t)) + (I(x+1,y+1,t) - I(x,y+1,t)) + (I(x+1,y,t+1) - I(x,y,t+1)) + (I(x+1,y+1,t+1) - I(x,y+1,t+1)) \right] \\
I_y & = \frac{1}{4} \left[ (I(x,y+1,t) - I(x,y,t)) + (I(x+1,y+1,t) - I(x+1,y,t)) + (I(x+1,y,t+1) - I(x+1,y+1,t)) + (I(x+1,y+1,t+1) - I(x+1,y,t+1)) \right] \\
I_t & = \frac{1}{4} \left[ (I(x,y,t+1) - I(x,y,t)) + (I(x+1,y,t+1) - I(x,y+1,t)) + (I(x+1,y+1,t+1) - I(x+1,y,t+1)) + (I(x+1,y+1,t+1) - I(x+1,y+1,t)) \right]
\end{align*}
\] ... (19)
\[ I(x+1,y+1,t+1) - I(x+1,y+1,t) \] \quad (21)

**4-3)** Initialize \( u(x, y) \) and \( v(x, y) \) for all \((x, y)\) pixel.

**4-4)** Calculate the following steps iteratively: For each iteration perform the following steps:

- Initialize \( u_{x,y} \) and \( v_{x,y} \) for all \((x, y)\) pixel.
- Calculate the Laplacian of the flow velocities as
  \[ \nabla^2 u = \bar{u}(x, y) - u(x, y) \] \quad (22)
  \[ \nabla^2 v = \bar{v}(x, y) - v(x, y) \] \quad (23)
Here \( \bar{u} \) and \( \bar{v} \) are found as follows
\[
\begin{align*}
\bar{u}(x, y) &= \frac{1}{6} \left[ u(x-1, y) + u(x+1, y) + u(x, y-1) + u(x, y+1) + u(x-1, y-1) + u(x+1, y+1) \right] + \\
&+ \frac{1}{12} \left[ u(x-1, y-1) + u(x+1, y+1) + u(x+1, y-1) + u(x+1, y+1) \right]. 
\end{align*}
\]
\[
\begin{align*}
\bar{v}(x, y) &= \frac{1}{6} \left[ v(x-1, y) + v(x+1, y) + v(x, y-1) + v(x, y+1) + v(x-1, y-1) + v(x+1, y+1) \right] + \\
&+ \frac{1}{12} \left[ v(x-1, y-1) + v(x+1, y+1) + v(x+1, y-1) + v(x+1, y+1) \right]. 
\end{align*}
\]
- Apply Gauss Seidel method to find a new set of velocity estimates
  \[
  \begin{align*}
  u^{k+1} &= \bar{u} - \frac{I_y}{\lambda^2 + I_y^2} \left[ I_y^2 u + I_y v + I_y \right] \quad (26) \\
  v^{k+1} &= \bar{v} - \frac{I_x}{\lambda^2 + I_x^2} \left[ I_x^2 u + I_x v + I_x \right] \quad (27)
  \end{align*}
\]

**4-5)** Threshold the Estimated Velocities on the basis of spatial intensity gradient as follows:
\[
\begin{cases}
0 & \text{if } M(x,y) < \tau, \\
(u_{x,y}, v_{x,y}) & \text{if } M(x,y) > \tau.
\end{cases}
\quad (28)
\]
where
\[
M(x,y) = \| \nabla I(x,y) \| = \sqrt{I_x^2 + I_y^2}
\]
\( \tau \) is selected to has a value of \((1)\).

The proposed algorithm is shown in Fig (2).

**5- Experimental Results**

The proposed algorithm presented in this paper is tested to estimate the optical flow on the following image sequences:

- **a)** Translating square: A simple example is tested as shown in Fig.(3) which is a translating bright square translating in a dark background. It can be seen that all arrows oriented to the direction where the bright square is moving.
- **b)** SRI Sequence: In this sequence, a camera translates parallel to the ground plane, perpendicular to its line of sight, and in front of a cluster of trees. The estimated optical flow using the proposed algorithm is shown in Fig.(4).
- **c)** Hamburg Taxi Sequence: In this sequence, there are four moving objects which are: a taxi turning the corner, a car in the lower left (driving from left to right), a van in the lower right driving from right to left, and finally pedestrian in the upper left. The estimated optical flow is shown in Fig.(5).
- **d)** Rotating Rubic’s Cube: In this image, a Rubic’s cube is rotating counterclockwise on a turntable. The estimated optical flow is shown in Fig.(6). It can be seen the direction of the arrows are oriented in the direction of moving turntable.
Finally to find the benefit of this algorithm, the results are compared with the algorithm presented by Al-Taai [10]. The work presented in [9] is the same as proposed in this paper except it has been used 2D Multiwavelet transform instead of 2D curvelet transform.

This is accomplished by finding the errors in the estimates. This is done by finding the square magnitude of the difference between the correct and the estimated flow. Then finding the mean and standard deviation of these differences.

Table(1) presents a comparison between the results obtained by the two works. It can be concluded from Table(1) that the algorithm proposed in this paper is better than that presented in [9].

6- Conclusions

The proposed algorithm in this paper is implemented using MATLAB package version 7 on Pentium 4 / 1.7GHz processor, 80 GB hard disk with 512 MB RAM. From the obtained results, it can be concluded that curvelet transform gives good results for the estimated optical flow. Also the results presented in this paper are compared with the results obtained in [9] and found that the proposed algorithm is better than presented in [9]. The main reason for that is curvelets can find estimates also on curves that multiwavelets can not find well.

7- References


Table(1) A comparison between the proposed algorithm and the work in [9]

<table>
<thead>
<tr>
<th>Sequence</th>
<th>The Proposed Algorithm</th>
<th>The work presented in [10]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Error</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>Translating Square</td>
<td>0.2887</td>
<td>3.7893</td>
</tr>
<tr>
<td>SRI Sequence</td>
<td>0.3349</td>
<td>1.6008</td>
</tr>
<tr>
<td>Hamburg Taxi</td>
<td>0.3790</td>
<td>1.0363</td>
</tr>
<tr>
<td>Rotating Rumbic's Cube</td>
<td>0.3941</td>
<td>0.4026</td>
</tr>
</tbody>
</table>
Flowchart of the Proposed Algorithm:

1. Start
2. Read 2 Frames
3. Pre-smoothing using 2D DCvT
4. 2x2x2 Spatiotemporal Derivative Filter
5. I=0
6. I<100
   - No: Go to 8
   - Yes: Go to 7
7. Estimate the Neighborhood Averages
8. Compute Velocity Using Gauss Seidel
9. I=I+1
10. Threshold the Estimated Velocity
11. Graph the Estimated Optical Flow
12. End

Figure (2) The Flowchart of the Proposed Algorithm
**Figure (3)** The translating square and its estimated optical flow

**Figure (4)** The SRI image sequence and its estimated optical flow
Figure (5) The Hamburg Taxi Sequence and its estimated optical flow

Figure (6) The Rotating Rubic's Cube and its estimated optical flow