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#### Abstract

The main portion of the paper is devoted for constructing approximated solutions of linear integral equations with multiple time lags (IEMTL) using two different types of basis functions B-spline functions and Orthogonal functions containing (Laguerre and Hermite) with the aid of expansion methods (collocation method, Partition method and Galerkin's method). Algorithms with the aid of Matlab language are derived for treating these equations using expansion methods. Comparison between the exact and approximated results of these methods with the aid of basis functions are given via two test examples and accurate results are achieved.
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```
طرائق التوسيع لحل المعادلات التكاملية الخطية ذات زمن متعدد التباطؤ
    باستخذام الدوال الثلمة التوصيلية و اللاوال المتعامدة
```

الخلاصـة
الفكرة الأساسية للبحث مكرسـة لبناء الحلول التقريبيـة للمعـادلات النكامليـة الخطيـة ذات زمن
 المتعامدة و المتضمنة (لاكيرو هيرمايت) متمدا على طر ائق التوسيع والمتضمنة (طريقة التجميع
 لمعالجة هذه المعادلات التكاملية باستخدام طر ائق التوسيع اعلاه. كما تمت مقارنـة النتائج الحقيقــة و النتقريية لهذه الطرائق التوسيعية مع الاو ال الأساسية لهذه المعـادلات من خـلال مثالين وقد تم الحصول على نتائج دقيقة.

## 1. Introduction

One of the most important and applicable subjects of applied mathematics, and in developing modern mathematics is the integral equations. The names of many modern mathematicians notably, Volterra, Fredholm, Cauchy and others are associated with this topic [1]. The name integral equation
was introduced by Bois-Reymond in 1888 [2].

The most resent kind of equation that worth studying is the delay integral equation. These equations have many applications like: a model to explain the observed periodic out breaks of certain infection diseases [3]. Another application is the electromagnetic inverse scattering problem in a medium with
discontinuous change in conductivity [4].

To facilitate the presentation of the material that followed, a brief review of some background on the linear integral equations with multiple time lags and their types are given in the following section.

## 2. Linear Integral Equations with

 Multiple Time Lags (L-IEMTL) [5, $6,7]$The significance of these equations lies in their ability to describe processes with retarded (delay) time which may appear in the unknown function $u(t)$ involved in the integrand or may appear in the unknown function $u(t)$ in the left hand side of the equation or may appear in one of the limits of the integrations.

The integral equations with multiple time lags (IEMTL) have two lags $\tau_{1}$ and $\tau_{2}$ such that $\tau_{1}, \tau_{2} \in R, \tau_{1}$ and $\tau_{2}>0$ and they

Can be classified into the following cases:

1. If $\tau_{1}$ appears in the unknown function $u(t)$ outside the integral sign and $\tau_{2}$ appears in the unknown function $u(t)$ inside the integral sign such that:

$$
\begin{equation*}
h(t) u\left(t-\tau_{1}\right)=g(t)+\int_{a}^{b(t)} k(t, x) u\left(x-\tau_{2}\right) d x \cdots \tag{1}
\end{equation*}
$$

If $\tau_{1}$ appears in the unknown function $u(t)$ outside the integral sign and $\tau_{2}$ appears in one of the limits of integration such that:

$$
\begin{equation*}
h(t) u\left(t-\tau_{1}\right)=g(t)+\int_{a}^{\tau_{2}} k(t, x) u(x) d x \tag{2}
\end{equation*}
$$

Or

$$
\begin{equation*}
h(t) u\left(t-\tau_{1}\right)=g(t)+\int_{\tau_{2}}^{b(t)} k(t, x) u(x) d x \cdots \tag{3}
\end{equation*}
$$

If $\tau_{1}$ appears in the unknown function $u(t)$ inside the integral sign and $\tau_{2}$ appears in one of the limits of integration:

$$
\begin{equation*}
h(t) u(t)=g(t)+\int_{a}^{\tau_{2}} k(t, x) u\left(x-\tau_{1}\right) d x \tag{4}
\end{equation*}
$$

Or

$$
\begin{equation*}
h(t) u(t)=g(t)+\int_{\tau_{2}}^{b(t)} k(t, x) u\left(x-\tau_{1}\right) d x \tag{5}
\end{equation*}
$$

where $\quad h(t)$ and $g(t)$ are known functions of $t, k(t, x)$ is called the kernel of the IEMTL.

## Remarks $[6,8]$

- If $h(t)=0$ then the above equations called IEMTL of the first kind.
- If $h(t)=1$ then the above equations called IEMTL of the second kind.
- If $g(t)=0$ then the above equations called homogeneous IEMTL otherwise if $g(t) \neq 0$ then they called nonhomogeneous IEMTL.
- If $b(t)=t$ then the above equations called Volterra integral equations with multiple time lags while if $b(t)=b, b$ is a constant then the above equations called Fredholm integral equations with multiple time lags


## 3. Expansion Methods

Expansion methods or weighted residual methods $[9,10]$ are presented by considering the following functional equation:

$$
\begin{equation*}
L[u(t)]=g(t) \quad t \in D \tag{6}
\end{equation*}
$$

Where $L$ denotes an operator which maps a set of functions, say $U$, into a set of function, say G, such that $\mathrm{u} \in \mathrm{U}, g \in \mathrm{G}$ and $D$ is a prescribed domain.

The epitome of the expansion method is to approximate the unknown solution $u(t)$ of eq.(6) by a set of known functions as:
$u(t) \cong u_{N}(t)=\sum_{i=0}^{N} c_{i} \psi_{i}(t) \ldots$
where $N>0$ and $c_{0}, c_{1}, \ldots, c_{N}$ are $(N+1)$ unknown coefficients. The functions $\psi_{i}(t)$ are chosen in this work to be B-spline functions or orthogonal functions, which are prescribed in section (4).

An approximated solution $u_{N}(t)$ given by eq.(7) will not, in general, satisfy eq.(6) exactly. Therefore a term, say $E_{N}(t)$, called the residual is associated with such an approximated solution and is defined by:

$$
\begin{equation*}
E_{N}(t)=L\left[u_{N}(t)\right]-g(t) \tag{8}
\end{equation*}
$$

The residual $E_{N}(t)$ depends on $t$ as well as on the way that the parameters $c_{i}$ 's be chosen.
It is obvious that when $E_{N}(t)=0$, then the exact solution is obtained which is difficult to be achieved, therefore we shall try to minimize $E_{N}(t)$ in some sense.

In the expansion method the unknown parameters $c_{\mathrm{i}}^{\prime}$ 's are chosen to minimize the residual $E_{N}(t)$ by setting its weighted integral equal to zero, i.e.

$$
\begin{equation*}
\int_{D} w_{j} E_{N}(t) d t=0 \quad j=0,1, \ldots, N \tag{9}
\end{equation*}
$$

Where $w_{j}$ is a prescribed weighting functions, $t \in D$ and $D$ is a prescribed domain. The technique based on eq.(9) is called weighted residual method. Different choices of $w_{j}$ yield different approximate solutions. The expansion methods that will be discussed in this work are: collocation, partition and Galerkin methods.

## 4. Basis Functions

In this work, the choice of basis functions $\psi_{i}(t)$ are:

### 4.1 B-Spline Functions

The $n^{\text {th }}$ order B-splines as appropriately scaled $n^{\text {th }}$ divided difference of truncated power function; these functions have several mathematical definitions [11].
B-splines were introduced around 1940's in the context of approximation theory [11]. Schoenberg [12] introduced the Bspline in 1949 and B-splines have been applied to geometric modeling since 1970's [11]. According to Schoenberg approach, B-spline means spline basis and the letter B in B-spline stands for basis [11].

The B-spline can be defined as [12, 13]:

$$
\begin{align*}
& B_{k, n}(t)=\binom{n}{k} t^{k}(1-t)^{n-k} \quad k \geq 0, n \geq 0 \\
& t \in(-\infty, \infty) \tag{10}
\end{align*}
$$

Where $\quad\binom{n}{k}=\frac{n!}{k!(n-k)!}$.
There are $(n+1) \mathrm{n}^{\text {th }}$ degree $B$ spline polynomials. For mathematical convenience we usually set $B_{k, n}(t)=0 \quad$ if $\quad k<0 \quad$ or $\quad k>n$.

### 4.1.1 Some Types of B-Spline Functions [11,12]

1. The Constant B-spline $B_{k, 0}(t)$ :

The constant B-spline or B-spline of order 0 is the simplest spline. It is defined on one knot span only and is not even continued on the knots.

$$
B_{k, o}(t)=\left\{\begin{array}{cc}
1 & \text { if } t_{k} \leq t<t_{k+1} \\
0 & \text { otherwise }
\end{array}\right\}
$$

## 2. The Linear B-spline $B_{k, 1}(t)$ :

The linear B-spline or the first order B -spline is defined on two consecutive knot spans and is continued on the knots.

$$
B_{0,1}(t)=1-t \quad, \quad B_{1,1}(t)=t
$$

## 3. Quadratic B-spline $B_{k, 2}(t)$ :

Quadratic B-spline (or the $2^{\text {nd }}$ order B-spline) with uniform knotvector is a commonly used form of $B$ spline, where
$B_{0,2}(t)=(1-t)^{2} \quad, B_{1,2}(t)=2 t(1-t)$ and $\quad B_{2,2}(t)=t^{2}$

## 4. Cubic B-spline $B_{k, 3}(t)$

Cubic B-spline (or the $3^{\text {rd }}$ order Bspline) with uniform knot-vector is the most commonly used form of Bspline, where

$$
\begin{array}{ll}
B_{0,3}(t)=(1-t)^{3} \quad, \quad & B_{1,3}(t)=3 t(1-t)^{2} \\
, B_{2,3}(t)=3 t^{2}(1-t) & \text { and } \quad B_{3,3}(t)=t^{3}
\end{array}
$$

### 4.2 Orthogonal Functions [14,15]

Orthogonal functions (or polynomials) are of great importance in many area of mathematics particularly approximation theory. Numerous articles and books have been written about this topic. There are several kinds of orthogonal polynomials. In particular we shall introduced (Laguerre and Hermite) polynomials.

### 4.2.1 Laguerre Polynomials

The Laguerre polynomials $L_{\mathrm{n}}(x)$ are an important set of orthogonal functions over the interval $[0, \infty)$. The general form of these polynomials is:

$$
\begin{align*}
& L_{n+1}(x)=\left(\frac{2 n+1-x}{(n+1)}\right) L_{n}(x)-\left(\frac{n}{(n+1)}\right) L_{n-1}(x) \\
& \quad n \geq 1 \\
& \text { where } \left.\quad L_{0}(x)=1 \quad \text { and } \quad L_{1}(x)=11\right) \tag{11}
\end{align*}
$$

### 4.2.2 Hermite Polynomials

The Hermite polynomials $H_{n}(x)$ are an important set of orthogonal functions over the interval ( $-\infty$, $\infty$ ) and the general form of these polynomials is:

$$
\begin{equation*}
H_{n+1}(x)=-2 x H_{n}(x)-2 n H_{n-1}(x) \quad n \geq 1 \ldots \tag{12}
\end{equation*}
$$

where $H_{0}(x)=1$ and $H_{1}(x)=-2 x$.

## 5. The Solution of Linear IEMTL Using Expansion Methods with <br> The Aid of B-Spline and Orthogonal Functions

Expansion methods are one of the most efficient methods used to solve integral equations without time lag. In this section, expansion methods with the aid of B-Spline functions and orthogonal functions are candidates to find the approximated solutions for IEMTL as follows:

Consider the linear IEMTL of the second kind:

$$
\begin{align*}
& u\left(t-\tau_{1}\right)=g(t)+\int_{a}^{b(t)} k(t, x) u\left(x-\tau_{2}\right) d x \\
& t \in[a, b(t)] \tag{13}
\end{align*}
$$

where $\tau_{1}, \tau_{2} \in R, \tau_{1}$ and $\tau_{2}>0$.

Expansion methods are based on approximating the unknown function $u(t)$ by eq.(7) which is:

$$
u(t) \cong u_{N}(t)=\sum_{i=0}^{N} c_{i} \psi_{i}(t)
$$

where $\psi_{i}(t)$ are chosen to be one of the following:
(a) B-spline
functions:

$$
\psi_{i}(t)=B_{i, N}(t)
$$

(b) Orthogonal functions which are:

- Laguerre polynomials:

$$
\psi_{i}(t)=L_{i}(t)
$$

- Hermite polynomials:

$$
\psi_{i}(t)=H_{i}(t)
$$

By substituting eq.(7) into eq.(13), one gets the following formula:

$$
\begin{equation*}
\sum_{i=0}^{N} c_{i} \psi_{i}\left(t-\tau_{1}\right)=g(t)+\int_{a}^{b(t)} k(t, x)\left[\sum_{i=0}^{N} c_{i} \psi_{i}\left(x-\tau_{2}\right)\right] d x \tag{14}
\end{equation*}
$$

Then,
$\sum_{i=0}^{N} c_{i}\left(\psi_{i}\left(t-\tau_{1}\right)-\int_{a}^{b(t)} k(t, x) \psi_{i}\left(x-\tau_{2}\right) d x\right)=g(t)$

Hence, the residual equation $E_{N}(t)$ in eq.(9) for eq.(13) is defined by: $E_{N}(t)=$
$\sum_{i=0}^{N} c_{i}\left(\psi_{i}\left(t-\tau_{1}\right)-\int_{a}^{b(t)} k(t, x) \psi_{i}\left(x-\tau_{2}\right) d x\right)-g(t)$
(16)
5.1 The Solution of Linear IEMTL
Using Collocation Method

In Collocation method [16] the weighting functions are chosen to be:

$$
w_{j}= \begin{cases}1 & \text { if } t=t_{j}  \tag{17}\\ 0 & \text { otherwise }\end{cases}
$$

where the fixed points $t_{j} \in D$ and $j=0,1, \ldots, N$ are called collocation points.
Inserting eq.(17) in eq.(9) gives:

$$
\begin{align*}
& \int_{D} w_{j} E_{N}(t) d t=E_{N}\left(t_{j}\right) \int_{D} w_{j} d t=0 \rightarrow  \tag{18}\\
& E_{N}\left(t_{j}\right)=0 \quad j=0,1, \ldots, N
\end{align*}
$$

This leads eq.(16) to:
$E_{N}\left(t_{j}\right)=$
$\sum_{i=0}^{N} c_{i}\left(\psi_{i}\left(t_{j}-\tau_{1}\right)-\int_{a}^{b\left(t_{j}\right)} k\left(t_{j}, x\right) \psi_{i}\left(x-\tau_{2}\right) d x\right)$
$-g\left(t_{j}\right)=0$
Hence,

$$
\begin{align*}
& \quad \sum_{i=0}^{N} c_{i}\left(\psi_{i}\left(t_{j}-\tau_{1}\right)-\int_{a}^{b\left(t_{j}\right)} k\left(t_{j}, x\right) \psi_{i}\left(x-\tau_{2}\right) d x\right) \\
& \quad=g\left(t_{j}\right) \\
& j=0,1, \ldots, N \tag{19}
\end{align*}
$$

So, by expanding and simplifying eq.(19), we have $(N+1)$ simultaneous equations with $(N+1)$ unknown coefficients $c_{0}, c_{1}, \ldots, c_{N}$.
Hence, eq.(19) can be written in matrix form as $D C=G$, where

$$
\begin{align*}
D= & {\left[\begin{array}{cccc}
d_{00} & d_{01} & \ldots & d_{0 N} \\
d_{10} & d_{11} & \ldots & d_{1 N} \\
\vdots & \vdots & \ddots & \vdots \\
d_{N 0} & d_{N 1} & \ldots & d_{N N}
\end{array}\right], }  \tag{20}\\
C= & {\left[\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{N}
\end{array}\right] \text { and } \quad G=\left[\begin{array}{c}
g\left(t_{0}\right) \\
g\left(t_{1}\right) \\
\vdots \\
g\left(t_{N}\right)
\end{array}\right] } \\
& \text { where }
\end{align*}
$$

$d_{j, i}=\left(\psi_{i}\left(t_{j}-\tau_{1}\right)-\int_{a}^{b\left(t_{j}\right)} k\left(t_{j}, x\right) \psi_{i}\left(x-\tau_{2}\right) d x\right)$
for $j=0,1, \ldots, N$ and $i=0,1, \ldots, N$.
Then, using Gauss elimination method to find the coefficients $c_{\mathrm{i}}^{\text {'s }}$ , $i=0,1, \ldots, N$ which satisfy eq.(7) (the approximate solution $u_{N}(t)$ of eq.(13)).

The solution of linear IEMTL using collocation method with the aid of B-Spline functions and orthogonal functions can be
summarized by the following algorithm:

## IEMTL-CM Algorithm

INPUT

- $N$ : (the number of $\left.\psi_{i}(t), i=0,1, \ldots, N\right)$
- $t_{0}, t_{1}, \ldots, t_{N}:$ (the collocation points).
- $\quad a \& b(t)$ : (the limits of the integral of IEMTL).
- The function $g(t)$ of IEMTL.
- The kernel $k(t, x)$ of the IEMTL.


## OUTPUT

- $\quad c_{\mathrm{i}}$ 's $\quad, i=0,1, \ldots, N:$ (the unknown coefficients of eq.(7)).
- $u_{N}(t)$ : ( the approximate solution of IEMTL)
Step 1: Select the basis function $\psi_{i}(t)$ for $i=0,1, \ldots, N$.
Step 2: Set
$u_{N}(t)=c_{0} \psi_{0}(t)+c_{1} \psi_{1}(t)+\cdots+c_{N} \psi_{N}(t)$
Step 3: Set $j=0$
Step 4: Compute eq.(19)
Step 5: Put $j=j+1$
Step 6: If $j=N+1$ then stop and go to (step 7).

Else go to (step 4)
Step 7: Express the $(N+1)$ simultaneous equations in step(4) by matrix form $D C=G$ as in eq.(20).
Step 8: Use Gauss elimination method for finding the coefficients $c_{\mathrm{i}}^{\text {'s }}, i=0,1, \ldots, N$ which give the solution $u_{N}(t)$ in (step 2 ).
5.2 The Solution of Linear IEMTL Using Partition Method

In partition method [17] the domain $D$ is divided into $N$ non-over lapping sub domains $D_{j}, j=0,1, \ldots, N$ , $N>0$ and the weighting functions $w_{j}$ in eq.(9) are defined as :

$$
w_{j}= \begin{cases}1 & \text { if } t \in D_{j}  \tag{21}\\ 0 & \text { if } t \notin D_{j}\end{cases}
$$

Then, eq.(13) is satisfied on the average in each of $N$ sub domains $D_{j}$ By substituting eq.(16) and eq.(21) into eq.(9) yields:

$$
\begin{gather*}
\int_{D_{,},}\left[\begin{array}{l}
\sum_{i=0}^{N} c_{i}\left(\psi_{i}\left(t-\tau_{1}\right)-\int_{a}^{b(t)} k(t, x) \psi_{i}\left(x-\tau_{2}\right) d x\right) \\
-g(t) \\
D_{j} \in D \quad \text { and } \quad j=0,1, \ldots, N
\end{array}\right] d t=0
\end{gather*}
$$

Hence,

$$
\begin{gather*}
\sum_{i=0}^{N} c_{i} \int_{D_{j}}\left(\psi_{i}\left(t-\tau_{1}\right)-\int_{a}^{b(t)} k(t, x) \psi_{i}\left(x-\tau_{2}\right) d x\right) d t=\int_{D_{j}} g(t) d t  \tag{23}\\
D_{j} \in D \text { and } \quad j=0,1, \ldots, N
\end{gather*}
$$

So, by expanding and simplifying eq. (23), we have $(N+1)$ simultaneous equations with $(N+1)$ unknown coefficients $c_{0}, c_{1}, \ldots, c_{N}$.

Hence, eq.(23) can be written in matrix form as $D C=G$, where

$$
\begin{align*}
& D=\left[\begin{array}{cccc}
d_{00} & d_{01} & \ldots & d_{0 N} \\
d_{10} & d_{11} & \ldots & d_{1 N} \\
\vdots & \vdots & \ddots & \vdots \\
d_{N 0} & d_{N 1} & \ldots & d_{N N}
\end{array}\right], \quad C=\left[\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{N}
\end{array}\right] \\
& \text { and } \quad G=\left[\begin{array}{c}
\int_{D_{0}} g(t) d t \\
\int_{D_{1}} g(t) d t \\
\vdots \\
\int_{D_{N}} g(t) d t
\end{array}\right] \tag{24}
\end{align*}
$$

and
$d_{j, i}=\int_{D_{j}}\left(\psi_{i}\left(t-\tau_{1}\right)-\int_{a}^{b(t)} k(t, x) \psi_{i}\left(x-\tau_{2}\right) d x\right) d t$
for $j=0,1, \ldots, N$ and $i=0,1, \ldots, N$.
Then, using Gauss elimination method to find the coefficients $c_{\mathrm{i}}$ 's $, i=0,1, \ldots, N$ which give eq.(7) (the
approximate solution $u_{N}(t)$ of eq.(13)).

The solution of linear IEMTL using partition method with the aid of B-Spline functions and orthogonal functions can be summarized by the following algorithm:

## Iemtl-Pm Algorithm

Input

- $N$ : (the number of $\left.\psi_{i}(t), i=0,1, \ldots, N\right)$
- $\quad a \& b(t)$ : (the limits of the integral of IEMTL).
- The function $g(t)$ of IEMTL.
- The kernel $k(t, x)$ of the IEMTL.


## OUTPUT

- $\quad c_{\mathrm{i}}$ 's $\quad, i=0,1, \ldots, N$ :(the unknown coefficients of eq.(7)).
- $u_{N}(t)$ : ( the approximate solution of IEMTL)
Step 1: $\quad$ Select the basis function $\psi_{i}(t)$ for $i=0,1, \ldots, N$.
Step 2: Set

$$
u_{N}(t)=c_{0} \psi_{0}(t)+c_{1} \psi_{1}(t)+\cdots+c_{N} \psi_{N}(t)
$$

Step 3: Set $j=0$
Step 4: Compute eq.(23)
Step 5: Put $j=j+1$
Step 6: If $j=N+1$ then stop and go to (step 7).

Else go to (step 4)
Step 7: Express the $(N+1)$ simultaneous equations in step (4) by matrices form $D C=G$ as eq.(24).
Step 8: Use Gauss elimination method for finding the coefficients $c_{\mathrm{i}}$ 's $, i=0,1, \ldots, N$ which satisfy the solution $u_{N}(t)$ in (step 2$)$.

### 5.3 The Solution of Linear IEMTL

 Using Galerkin's MethodIn Galerkin's method [18] the weight functions $w_{j}$ in eq.(9) are defined as :

$$
w_{j}(t)=\frac{\partial u_{N}(t)}{\partial c_{j}} \quad j=0,1, \ldots, N
$$

Since $u_{N}(t)=\sum_{i=0}^{N} c_{i} \psi_{i}(t)$

Then,
$w_{j}(t)=\frac{\partial \sum_{i=0}^{N} c_{i} \psi_{i}(t)}{\partial c_{j}}=\psi_{j}(t) \quad j=0,1, \ldots, N$

Substituting eq.(16) and eq.(25) into eq.(9) yields:

$$
\int_{D} \psi_{j}(t)\left[\sum_{k=0}^{N} c_{k}\left(\psi_{k}\left(t-\tau_{1}\right)-\int_{a}^{b(t)} k(t, x) \psi_{k}\left(x-\tau_{2}\right) d x\right)-g(t)\right] d t
$$

$$
=0
$$

$$
\begin{equation*}
j=0,1, \ldots, N \tag{26}
\end{equation*}
$$

Hence,
$\sum_{i=0}^{N} c_{i} \int_{D} \psi_{j}(t)\left(\psi_{i}\left(t-\tau_{1}\right)-\int_{a}^{b(t)} k(t, x) \psi_{i}\left(x-\tau_{2}\right) d x\right) d t$
$=\int_{D} \psi_{j}(t) g(t) d t \quad j=0,1, \ldots, N$

So, by expanding and simplifying eq.(27), we have ( $N+1$ ) simultaneous equations with $(N+1)$ unknown coefficients $c_{0}, c_{1}, \ldots, c_{N}$.

Hence, eq.(27) can be written in matrix form as $D C=G$, where
$D=\left[\begin{array}{cccc}d_{00} & d_{01} & \ldots & d_{0 N} \\ d_{10} & d_{11} & \ldots & d_{1 N} \\ \vdots & \vdots & \ddots & \vdots \\ d_{N 0} & d_{N 1} & \ldots & d_{N N}\end{array}\right], \quad C=\left[\begin{array}{c}c_{0} \\ c_{1} \\ \vdots \\ c_{N}\end{array}\right]$
and $\quad G=\left[\begin{array}{c}\int_{D} \psi_{0}(t) g(t) d t \\ \int_{D} \psi_{1}(t) g(t) d t \\ \vdots \\ \int_{D} \psi_{N}(t) g(t) d t\end{array}\right]$
where
$d_{j, i}=$
$\int_{D} \psi_{j}(t)\left(\psi_{i}\left(t-\tau_{1}\right)-\int_{a}^{b(t)} k(t, x) \psi_{i}\left(x-\tau_{2}\right) d x\right) d t$
for $j=0,1, \ldots, N$ and $i=0,1, \ldots, N$.
Then, using Gauss elimination method to find the coefficients $c_{\mathrm{i}}^{\prime}$ 's $, i=0,1, \ldots, N$ which give eq.(7) (the approximate solution $u_{N}(t)$ of eq.(13)).
The solution of linear IEMTL using Galerkin's method with the aid of BSpline functions and orthogonal functions can be summarized by the following algorithm:

## Iemtl-Gm Algorithm <br> Input

- $N$ : (the number of $\left.\psi_{i}(t), i=0,1, \ldots, N\right)$
- $\quad a \& b(t)$ : (the limits of the integral of IEMTL).
- The function $g(t)$ of IEMTL.
- The kernel $k(t, x)$ of the IEMTL.


## OUTPUT

- $\quad c_{\mathrm{i}}$ 's $\quad, i=0,1, \ldots, N:$ (the unknown coefficients of eq.(7)).
- $u_{N}(t)$ : ( the approximate solution of IEMTL)
Step 1: Select the basis function
$\psi_{i}(t)$ for $i=0,1, \ldots, N$.
Step 2: Set
$u_{N}(t)=c_{0} \psi_{0}(t)+c_{1} \psi_{1}(t)+\cdots+c_{N} \psi_{N}(t)$
Step 3: Set $j=0$
Step 4: Compute eq.(27)
Step 5: Put $j=j+1$
Step 6: If $j=N+1$ then stop and go to (step 7).

Else go to (step 4)
Step 7: Express the $(N+1)$ simultaneous equations in step(4) by matrix form $D C=G$ as in eq.(28).
Step 8: Use Gauss elimination method for finding the coefficients $c_{\mathrm{i}}^{\text {'s }} \quad, i=0,1, \ldots, N$ which give the solution $u_{N}(t)$ in (step 2$)$.

## 6. Test Examples :

## Example (1):

Consider the following Volterra integral equation with multiple time lags:

$$
\begin{align*}
& u\left(t-\frac{1}{2}\right)=\left(\frac{1}{2}+t-\frac{t^{4}}{3}\right)+\int_{0}^{t} t x u(x-1) d x \\
& t \in[0,2] \tag{29}
\end{align*}
$$

The exact solution of eq.(29) is: $u(t)=t+1 \quad 0 \leq t \leq 2$.

Assume that the approximate solution of eq.(29) is:

1. $u(t) \cong u_{1}(t)=\sum_{i=0}^{1} c_{i} B_{i, 1}(t)$
2. $u(t) \cong u_{1}(t)=\sum_{i=0}^{1} c_{i} L_{i}(t)$
3. $u(t) \cong u_{1}(t)=\sum_{i=0}^{1} c_{i} H_{i}(t)$

When the algorithms (IEMTLCM, IEMTL-PM and IEMTL-GM ) are applied, table (1) presents the comparison between the exact and collocation, partition and Galerkin methods with the aid of basis functions containing (B-spline, Laguerre and Hermite) functions, for eq.(29) depending on least square error (L.S.E.) where $m=10, h=0.2$, $t_{j}=j h, j=0,1, \ldots, m$.

## Example (2)

Consider the following Fredholm integral equation with multiple time lags:

$$
\begin{align*}
& u(t-0.2)=\left(e^{\left(t-\frac{1}{s}\right)}-t e+t-1\right)+\int_{0}^{\tau_{2}}(t+x) u(x) d x \\
& t \in[0,1] \tag{30}
\end{align*}
$$

where $\tau_{2}=1$ and the exact solution of eq.(30) is:

$$
u(t)=e^{t} \quad 0 \leq t \leq 1
$$

Assume that the approximate solution of eq.(30) is:

$$
\begin{aligned}
& \text { 1. } u(t) \cong u_{5}(t)=\sum_{i=0}^{5} c_{i} B_{i, 5}(t) \\
& \text { 2. } \quad u(t) \cong u_{5}(t)=\sum_{i=0}^{5} c_{i} L_{i}(t) \\
& \text { 3. } \quad u(t) \cong u_{5}(t)=\sum_{i=0}^{5} c_{i} H_{i}(t)
\end{aligned}
$$

When algorithms (IEMTL-CM, IEMTL-PM and IEMTL-GM ) are applied, table (2) presents the comparison between the exact and collocation, partition and Galerkin methods with the aid of basis functions containing (B-spline, Laguerre and Hermite) functions, for eq.(30) depending on least square error (L.S.E.) where $m=10, h=0.1$, $t_{j}=j h, j=0,1, \ldots, m$.

## Conclusions

The approximated solutions using three types of expansion methods containing (collocation, partition and Galerkin) with the aid of two different types of basis functions (Bspline functions and orthogonal functions) have been obtained for two examples. The results showed a marked improvement in the least square errors and the following conclusion points are listed:

1. In terms of the results, Galerkin's method gave more accurate results than collocation and partition methods, see table (2).
2. For basis functions, B-spline functions gave more accurate results than orthogonal functions (Laguerre and Hermite polynomials), see table (2).
3. For orthogonal functions, Laguerre polynomials gave more accurate results than Hermite polynomials.
4. Good approximation of the solution depends on :

- The number $N$ of basis functions where as $N$ increases, the error term approaches to zero.
- The existence of the roots $x^{j}, \quad j=0,1, \ldots, N \quad$ in orthogonal polynomials, (i.e. as it increases as in Laguerre polynomials the L.S.E. approaches to zero).
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Expansion Methods for Solving Linear Integral Equations with Multiple Time Lags Using B-Spline and Orthogonal Functions

Table (1) The Solution of eq.(29) for example(1)

|  |  | Colloca (IEMTL | CM) Algor |  | Partition (IEMT | PM) Algo |  | Galerki (IEMTL | -GM) Algor |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ | Exact | Bspline | Laguerre | Hermite | Bspline | Laguerre | Hermite | Bspline | Laguerre | Hermite |
| 0 | 1 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.2 | 1.2 | 1.2000 | 1.2000 | 1.2000 | 1.2000 | 1.2000 | 1.2000 | 1.2000 | 1.2000 | 1.2000 |
| 0.4 | 1.4 | 1.4000 | 1.4000 | 1.4000 | 1.4000 | 1.4000 | 1.4000 | 1.4000 | 1.4000 | 1.4000 |
| 0.6 | 1.6 | 1.6000 | 1.6000 | 1.6000 | 1.6000 | 1.6000 | 1.6000 | 1.6000 | 1.6000 | 1.6000 |
| 0.8 | 1.8 | 1.8000 | 1.8000 | 1.8000 | 1.8000 | 1.8000 | 1.8000 | 1.8000 | 1.8000 | 1.8000 |
| 1 | 2 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 | 2.0000 |
| 1.2 | 2.2 | 2.2000 | 2.2000 | 2.2000 | 2.2000 | 2.2000 | 2.2000 | 2.2000 | 2.2000 | 2.2000 |
| 1.4 | 2.4 | 2.4000 | 2.4000 | 2.4000 | 2.4000 | 2.4000 | 2.4000 | 2.4000 | 2.4000 | 2.4000 |
| 1.6 | 2.6 | 2.6000 | 2.6000 | 2.6000 | 2.6000 | 2.6000 | 2.6000 | 2.6000 | 2.6000 | 2.6000 |
| 1.8 | 2.8 | 2.8000 | 2.8000 | 2.8000 | 2.8000 | 2.8000 | 2.8000 | 2.8000 | 2.8000 | 2.8000 |
| 2 | 3 | 3.0000 | 3.0000 | 3.0000 | 3.0000 | 3.0000 | 3.0000 | 3.0000 | 3.0000 | 3.0000 |
| L.S.E. |  | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Table (2) The Solution of eq.(30) of example(2)

| $t$ | Exact | Collocation <br> (IEMTL-CM) Algorithm |  |  | Partition (IEMTL-PM) Algorithm |  |  | Galerkin <br> (IEMTL-GM) Algorithm |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Bspline | Lag. | Herm. | Bspline | Lag. | Hermite | Bspline | Lag. | Herm. |
| 0 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9999 | 1.0003 | 1.0000 | 1.0000 | 1.0001 |
| 0.1 | 1.1052 | 1.1052 | 1.1052 | 1.1058 | 1.1052 | 1.1051 | 1.1060 | 1.1052 | 1.1052 | 1.1058 |
| 0.2 | 1.2214 | 1.2214 | 1.2215 | 1.2225 | 1.2214 | 1.2214 | 1.2226 | 1.2214 | 1.2214 | 1.2224 |
| 0.3 | 1.3499 | 1.3499 | 1.3499 | 1.3513 | 1.3499 | 1.3499 | 1.3514 | 1.3499 | 1.3499 | 1.3512 |
| 0.4 | 1.4918 | 1.4918 | 1.4919 | 1.4935 | 1.4918 | 1.4919 | 1.4936 | 1.4918 | 1.4918 | 1.4934 |
| 0.5 | 1.6487 | 1.6487 | 1.6488 | 1.6504 | 1.6488 | 1.6488 | 1.6505 | 1.6487 | 1.6487 | 1.6504 |
| 0.6 | 1.8221 | 1.8221 | 1.8222 | 1.8237 | 1.8222 | 1.8222 | 1.8238 | 1.8221 | 1.8221 | 1.8237 |
| 0.7 | 2.0138 | 2.0138 | 2.0139 | 2.0150 | 2.0138 | 2.0139 | 2.0150 | 2.0138 | 2.0138 | 2.0150 |
| 0.8 | 2.2255 | 2.2255 | 2.2257 | 2.2263 | 2.2256 | 2.2256 | 2.2263 | 2.2255 | 2.2255 | 2.2263 |
| 0.9 | 2.4596 | 2.4596 | 2.4597 | 2.4596 | 2.4596 | 2.4597 | 2.4596 | 2.4596 | 2.4596 | 2.4597 |
| 1 | 2.7183 | 2.7182 | 2.7183 | 2.7174 | 2.7182 | 2.7183 | 2.7173 | 2.7182 | 2.7182 | 2.7175 |
| L.S.E. |  | $\begin{aligned} & 7.2959 \\ & \text { e-9 } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { 6.804e- } \\ & 8 \end{aligned}$ | 1.446e- $5$ | $\begin{array}{r} 1.413 \mathrm{e}- \\ 8 \end{array}$ | $\begin{aligned} & 5.879 \mathrm{e}- \\ & 8 \end{aligned}$ | 1.66e-5 | $\begin{array}{r} 7.2951 \\ \mathrm{e}-9 \end{array}$ | $\begin{array}{r} 9.338 \mathrm{e}- \\ 9 \end{array}$ | $\begin{array}{r} 1.413 \mathrm{e}- \\ 5 \end{array}$ |

