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Abstract 
Association rules are important one of data mining activities. All algorithms of 

association rule mining consist of finding frequency of itemsets, which satisfy a 
minimum support threshold, and then compute confidence percentage for each k-itemsets 
to construct strong association rules’. Some of these association rules are not important 
because the extracted knowledge from their is found in other. Hence we proposed 
algorithm to construct only important association rules by depend on closed frequent 
itemset. An itemset is closed if  one of its immediate supersets has the same support as 
the itemset. Finding these closed frequent itemsets can be of a great help to purge a lot of 
itemsets that are not needed to find association rules. So that aid to reduce execution time 
and work space of algorithm and end the algorithm at any level of k-itemset, without 
construct all K-itemset. 

 خوارزمية مقترحه �ستخ�ص الع�قات الترابطية با�عتماد على التكرار المنغلق

  الخ�صة
الع�قات الترابطية ھي اح�دى  ا!نش�طة المھم�ة ف�ي تنقي�ب البيان�ات وك�ل خوارزمي�ات الع�ق�ات ان 

والتي تحقق حد عتبه معين !صغر اسناد ومن   itemsetsالترابطية تحتوي على البحث عن التكرار للـ 
ان بع��ض ھ��ذه الع�ق��ات . لبن��اء الع�ق��ات الترابطي��ة k-itemsets اب نس��بة الوثوقي��ة لك��لـــــ��ـث��م حس

ووجودھ��ا  الترابطي�ة ليس��ت مھم��ه !ن المعرف��ة المستخلص��ة منھ��ا موج��وده ف��ي ع�ق��ات ترابطي��ة اخ��رى
لبن�اء الع�ق�ات الترابطي�ة المھم�ه فق�ط ف�ي ھ�ذا البح�ث ھ�ي الخوارزمية المقترحة . مجرد تكرار للمعرفة

حي��ث ان العناص��ر تك��ون مغلق��ه اذا ك��ان اح��د ال��ـ     closed  itemsetبا!عتم��اد عل��ى تكراري��ة 
supersets  له نفس ا!سناد في الـitemset ان ايجاد ھذه العناصر له اھمية كبيره ف�ي التخل�ي ع�ن او و

التي ليس لھا حاجة في ايجاد الع�قات الترابطية وھذا يساعد على التقليل من  itemsetابعاد عدد من الـ 
-kمساحة المطلوبه لعمل الخوارزمي�ة وانھ�اء عم�ل الخوارزمي�ه ف�ي اي مس�توي م�ن ال�ـ زمن التنفيذ وال

itemset  بدون بناء البقية.

1. Introduction
uring the second half of the
eighties digital information
technology completed its

victory in our modern world. Today 
nearly everything is “digitized”. This 
development is not restricted to the 
obvious domains, like the Internet, 
common database applications, or  

electronic commerce. Even traditional 
domains of our  
Everyday life increasingly depend on 
modern information technology.. As a  
result gathering data that mirrors our 
world has become fairly easy and 
rather inexpensive. Consequently 
during the last ten years specialized 
techniques have been developed that 

D

https://doi.org/10.30684/etj.29.11.9
2412-0758/University of Technology-Iraq, Baghdad, Iraq
This is an open access article under the CC BY 4.0 license http://creativecommons.org/licenses/by/4.0

https://doi.org/10.30684/etj.29.11.9


Eng. & Tech. Journal, Vol. 29, No.11.2011                         Proposed Algorithm for Extracting  
                                                                                               Association Rule Depend on Closed  
                                                                                                     Frequent Itemset (EACFI) 
                                           

                                                                                      

2203 
 

can be subsumed under the term data 
mining. The main goal behind these 
methods is to allow the efficient 
analysis of even very large datasets.[1] 
Association rule mining has received a 
great deal of attention. Today the 
generation of association rules is one 
of the most popular data mining 
methods. The idea of mining 
association rules originates from the 
analysis of market-basket data. Their 
direct applicability to business 
problems together with their inherent 
understandability – even for non data 
mining experts – made association 
rules such a popular mining method. 
Moreover it became clear that 
association rules are not restricted to 
dependency analysis in the context of 
retail applications but are successfully 
applicable to a wide range of business 
problems.  [2] 
2. Association Rules 
Association rule discovery, a 
successful and important mining task, 
aims at uncovering all frequent 
patterns among transactions composed 
of data attributes or items. Results are 
presented in the form of rules between 
different sets of items, along with 
metrics like the joint and conditional 
probabilities of the antecedent and 
consequent, to judge a rule’s 
importance. It is widely recognized 
that the set of association rules can 
rapidly grow to be unwieldy, 
especially as we lower the frequency 
requirements. [3]The larger the set of 
frequent itemsets the more the number 
of rules presented to the user, many of 
which are redundant. This is true even 
for sparse datasets, but for dense 
datasets it is simply not feasible to 
mine all possible frequent itemsets, 
Experiments using several “hard” or 
dense, as well as sparse databases 

confirm the utility of our framework 
in terms of reduction in the number of 
rules presented to the user, and in 
terms of time. We show that closed 
itemsets can be found in a fraction of 
the time it takes to mine all frequent 
itemsets (with improvements of more 
than 100 times), and the number of 
rules returned to the user can be 
smaller by a factor of 3000 or more! 
(the gap widens for lower frequency 
values). As mentioned, association 
rules are a popular mining method for 
dependency analysis. An association 
rule is a rule, which implies certain 
association relationships among a set 
of objects (such as occur together or 
one implies the other”), in a database. 
Given a set of transaction, where each 
transaction is a set of literal (called 
items), an association rule is an 
expression of the form XY, where X 
and Y are sets of items. The intuitive 
meaning of such a rule is that 
transactions of the database, which 
contains X, tends to contain Y. [4] 
3. Frequent Itemsets [5] 
A frequent itemset is an itemset that 
occurrs frequently. But "How frequent 
is enough frequent?" and How do we 
know what "frequent" means? 10  
occurrences? 20? 100? Well, actually 
this is parameters that we, the miners, 
have to set. If only 1 customer bought 
S1, S2, S3, S4 this fact isn't worth any 
consideration. We call it not frequent. 
The parameter that we have to decide 
upon is called support of an itemset. 
So we need to concentrate on the 
problem of finding all itemsets which 
have the support that we previously 
set up. We call such itemsets as 
frequent itemsets. Let's say we are 
only interested in the items that have a 
40% minimum support - in our 
example that means these itemsets (or 
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combinations of riders) should have 
been purchased by at least 4 customers 
out of 10. Only in this case an itemset 
becomes frequent. So the correct 
definition says that a frequent itemset 
is one that occurs in at least a user-
specific percentage of the database. 
Now, when we know what a frequent 
itemset is, let's list down 2 major 
properties that will help us later on in 
defining algorithms to find the 
frequent itemsets: 
• Every subset of a frequent itemset is 

also frequent. Also known as Apriori 
Property or Downward Closure 
Property, this rule essentially says 
that we don't need to find the count 
of an itemset, if all its subsets are not 
frequent. This is made possible 
because of the anti-monotone 
property of support measure - the 
support for an itemset never exceeds 
the support for its subsets. Stay 
tuned for this. 

• If we divide the entire database in 
several partitions, then an itemset 
can be frequent only if it is frequent 
in at least one partition. Bear in mind 
that the support of an itemset is 
actually a percentage and if this 
minimum percentage requirement is 
not met for at least one individual 
partitions, it will not be met for the 
whole database. This property 
enables us to apply divide and 
conquer type of algorithms. Again, 
stay tuned for this too. 

4. Maximal  Frequent Itemsets 
Well, setting up a support percentage 
for an itermset, solved only a part of 
the problem. Now at least we know 
what we want. We know how frequent 
an itemset should be to become worth 
considering it. But the toughest part is 
still unsolved. In order to find a 
frequent itemset we have to go 

through all the sub-itemsets which 
themselves are frequent due to the 
Downward Closure Property. Some of  
itemset have large frequency but it 
haven't confidence relations with other 
items   So we unavoidably generate an 
exponential number of subpatterns 
that we might not really need. The 
definition says that an itemset is 
maximal frequent if none of its 
immediate supersets is frequent. The 
only one downside of a maximal 
frequent itemset is that, even though 
we know that all the sub-itemsets are 
frequent, we don't know the actual 
support of those sub-itemsets.[6] 
5. Closed itemsets 
An itemsets C subset I from D is a 
closed itemset iff h(C) = C. the 
smallest closed itemset containing an 
itemset I is obtained by applying h to I 
. we call h(I) the closure of I. The set 
of frequent closed itemsets uniquely 
determines the exact frequency of all 
itemsets, yet it can be orders of 
magnitude smaller than the set of all 
frequent itemsets. an itemset is closed 
if one of its immediate supersets has 
the same support as the itemset. 
Finding these closed frequent itemsets 
can be of a great help to purge a lot of 
itemsets that are not needed and to 
find, as I said above, the right 
associations rules. [5] 
Example 
Let us see table (1) as example of 
Closed and Maximal Frequent 
Itemsets. As you see in the below 
graph fig (1) which explain closed k-
itemsets, all individual items ABCDE 
are frequent itemsets because their 
support in greater than 2 (our 
minimum support). But only 3 of them 
are closed because E has the superset 
(BE), D has the superset (BD) and AE 
has the superset (ABE) having the 
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same support. The itemset (ABC) are 
frequent because  it is presented 
in at least 2 of the contracts, but it 
hasn't confidence relations with other 
items.    Now we can determine the 
following terms as show in fig (2) 
which explain condition of each k-
itemsets: 
Non frequent items: all itemset have 
frequent is zero like DE,DC,CDE, 
Less than minsupport: all itemset 
have frequent less than minsupport 
(which is 2 in our example) like CE, 
BCE, ACE, ABD, and ABCE. 
Non close frequent: all items have 
frequent equal or greater than 
minsupport but it haven’t any 
confidence relations with other k-1 
itemset (when k  ≥  2 ) like ABC. 
Close frequent: all itemset have 
frequent equal or greater than 
minsupport and have confidence 
relation with other k-1 items like        
BD with D and AE with E. 
6. Proposed algorithm 
All existence association rules 
algorithms have two sub problems: Find 
all sets of items (itemsets) whose 
support is greater than the user specified 
minimum support, and generate the 
desired rules by computing the 
Confidence for each itemsets. These 
two processes require many scanning 
for huge database, and that need too 
long time. So that may cause many 
difficulties to extraction association 
rules. In our proposal we reduce scan 
number and discover important 
association rules only depended on 
closed itemsets frequency between 
items. Each k_itemsets and k-1_itemset 
(k >1) which have equal frequencies 
and k-1_itemset is subset of k_itemsets 
can use to  extraction association rules. 
These closed itemsets never can 
generate other k-1_itemsets because 

their frequency is used to generate    
k_itemsets so there is no other  itemsets 
include this closed itemset. 
7. Algorithm steps 
Step 1: Prepare Database transaction 
table (1). 
Step 2: Scan Database table (1) to find 

the number of occurrence 
(frequency) of each 1_itemset as in 
table (2) . 

Step 3: Eliminate each 1-itemset that have 
frequent less than the minimum 
support (minsup = 2 / 9 = 22 % in our 
example and no itemsets eliminate) 

Step 4: Generate 2-itemset from table 
(2) for reminder 1-itemset 
which have minsup ≥ 2 as in 
table (3). 

Step 5: 
5-1 Search for frequency in table (3) 

equal frequency in table (2) and 
1_itemset ⊆ 2_itemset such as in 
table (4). 

5-2 Construct association rules 
BD/D  ⇒  D → B      and BE/E ⇒  E 

→ B and AE/E ⇒ E → A 
Step 6: Eliminate upper used      

2_itemsets from table (3) and 
put the reminder in table (5). 

6-1 Generate 3-itemset from table 
(5) for reminder 2-itemset as 
in table (6). 

6-2 Eliminate each 3-itemset that 
have frequent less than the 
minimum support as shadow 
row in table(6) 

Step 7: Repeated step 5 by using table 
(5) and table (6), put the result in 
table (7) and Construct association 
rules.    ABE/AE  ⇒  AE → B 

Step 8: Repeated step 6 with 
3_itemset     and put the reminder 
in table (8). 
Now look to table (8) there is only 
one row of 3_itemset so cannot 
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generate 4_itemsets and that stop 
the algorithm. 

8. Discussion 
Now we discuss the results of our 
proposed algorithm compare with the 
results of A-priori algorithm by using the 
same data transaction in table (1). 
The extracted association rules by using 
proposed algorithm (EACF) are: 
 
 
 
 
 
 
 
Look table (4) you found superset (D 
and E) and itemsets (BD and BE) have 
frequency = 2 that mean D and E 
never can generate other itemsets 
because their frequent closed to BD 
and BE and construct association 
rules. So it can remove from table (2) 
because there is no other transaction 
has it in table (1). And then get the 
reminder to generate 3-itemset and so 
on as in table (7). Closed itemsets 
frequent aid to reduce the process of 
generates other k-itemsets and that 
reduces the execution time as well as 
reduces work space.  The   algorithm 
extracted association rules as in other 
algorithm like A-priori. 
The extracted association rules by 
using A-priori with same data 
transaction are: 
 
 
 
 
 
 
 
Look there are 100% of association rules 
are exactly same as in (EACF) and the 
A-priori.  

9. Conclusions 
Let's go back to our proposed 
algorithm (EACFI) and extract 
many notes such as: 

1. The proposed algorithm extracted 
only important association rules. 

2. The proposed algorithm doesn't 
need to construct all itemset because 
each closed itemset haven’t another 
relation, so it not needs other 
itemset. 

3. The execution time and work space 
area are reduced because we didn’t 
need to generate all itemsets. 

4. The proposed algorithm can stop at 
any k-1 itemset level if there is no 
close frequent. 

5. For each k-1-itemset frequent equal 
to k-itemset frequent  and k-1-
itemset  is subset of  k-itemset , their 
existence association rules. 
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Table (1) Transactional data                                 
 
 
 
 
 
 
 
 
 

Table (2) 1_itemset frequent 
TID List of item_IDs 
T1 A,B,E 

T2 B,D 

T3 B,C 

T4 A,B,D 

T5 A,C 

T6 B,C 

T7 A,C 

T8 A,B,C,E 

T9 A,B,C 
Table (3) 2_itemset frequent 

 
 
 
 
 
 
 
 
 

 
 

 
 
 

Itemset
s 

Frequent 

AB 4 
AC 4 
AE 2 
BC 4 
BD 2 
BE 2 

 

k-1_ 

Itemset 

k_ 

Itemset 
Fre

q 

Associ

Rule 

D BD 2 D       B 

E BE 2 E       B 

E AE 2 E  A 
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Table (4) 
 

 
 
 
 
 
 
 

Table (5) 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Table (6) 
 

 
    

 
 
 
 
 
 
 
 

Table (7)     
 

 
 
                                                                            

Itemsets Frequent 
AB 4 
AC 4 
AE 2 
BC 4 
BE 2 

Itemsets Frequent 
A 6 
B 7 
C 6 
D 2 
E 2 

Itemsets Frequent 
A 6 
B 7 
C 6 
D 2 
E 2 

Itemsets    Frequent 

ABC 2 

ABE 2 

ACE 1 

BCE 1 

  

k-1_ 
Itemset 

k_ 
Itemset 

Freq Association 
Rule 

AE ABE 2 AE            B 
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Table (8) 
 
 

 
 

Figure (1) Closed k-itemsets 

 
 

 
 
 
 
 

Figure (2) Explain condition of each k-itemset 
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