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Abstract 

This paper presents solution of economic dispatch problem via a particle swarm 

optimization algorithm (PSO). The objective is to minimize the total generation fuel 
cost and keep the power flows within the security limits. 

The PSO is simple in concept, easy in implementation .It does not require any 

derivative information, sure and fast convergence, Moreover; it is needs less 
computational time than other heuristic methods. These features increase the 

applicability of the PSO, particularly in power system applications .The effectiveness 

of the proposed algorithm is demonstrated on the IEEE 37-bus system and their 
performances are compared with the results of genetic algorithm (GA). The results 

show that PSO can converge to optimum solution with higher accuracy in comparison 

with GA. 
Keywords: Economic Dispatch, Genetic Algorithm, Particle Swarm Optimization 

أسراب الجسيمات المتماثلة لتقليل أجمالي كلفة التشغيل في منظومة طاقة كهربائية  

الخلاصة

انٓذف يٍ . ٚرضًٍ ْزا انثحث حم يشكهح انرٕصٚع الالرصاد٘ تُظشٚح خذٚذج ذحاكٙ الأسشاب انطائشج   

. انثحث ذمهٛم ذكهفح انٕلٕد فٙ ذٕنٛذ انطالح انكٓشتائٛح ٔانًحافظح عهٗ سشٚاٌ انمذسج ضًٍ انحذٔد انًسًٕذ تٓا
آَا ذًراص .  يعهٕياخ لاتهح نلاشرماق جطهة ا٘ذدلأ, َظشٚح الأسشاب انطائشج تسٛطح تانًفٕٓو سٓهح تانرطثٛك

.  سشعح انٕصٕل نهحم علأج عهٗ رنك ذحراج انٗ ٔلد حساتٙ ألم  يٍ انطشق الأخشٖب

نمذ ذى ذطثٛك ْزِ.  خصٕصا فٙ ذطثٛماخ َظى انمذسجفمذ اصداد ذطثٛك ْزِ انُظشٚح, ٔتسسة ْزِ انًٛضاخ 

 انخٕاسصيٛح  يدًعٕخشٖ ذحهٛم َرائدٓا ٔيٍ ثى ذًد يماسَرٓا يع َرائح 37 َظاو ٚحرٕ٘ عهٗ انُظشٚح عهٗ 
فأَّ ًٚكٍ انٕصٕل نهحم الايثم تذلح اعهٗ يماسَح , نمذ تُٛد انُرائح اَّ تأسرخذاو ْزِ انُظشٚح .اندُٛٛح

 .تانخٕاسصيٛح اندُٛٛح

List of symbols 

PSO practical swarm optimization 
algorithm. 

GA genetic algorithm. 

ED economic dispatch. 
IWA: inertia weight approach.  

F     is the system overall cost function 

a b c the cost coefficients of generator 

number i 
P i the active power generation of 

generator 

Number i 

n the number of generators in the 

system. 

𝑁𝐵= Number of Buses  

𝑌𝑖𝑖 = self admittance of node i 

𝑌𝑖𝑗 =mutual admittance between node I 

& j 

𝛿𝑖 , 𝛿𝑗  Bus voltage angle of bus I and bus 

j respectively  

𝜃𝑖𝑗 Admittance angle of line between 

buses I and j  
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𝑃𝑔𝑖 , 𝑃𝑑𝑖  real and reactive power 

generation at bus i  

𝑄𝑔𝑖 ,𝑄𝑑𝑖 Real and reactive power 

demand at bus i 

𝑃min 𝑖 ,𝑃max 𝑖Minimum and maximum 

active power generation limits at bus i  

𝑄min 𝑖 ,𝑄max 𝑖Minimum and maximum 

reactive power generation limits at bus   

𝑉min 𝑖 , 𝑉max 𝑖Minimum and maximum 
active voltage limits at bus i  

𝑆𝑖Line flow of line i 

𝑆𝑖
𝑚𝑎𝑥 Capacity of line i 

𝑉𝑖
𝑘Velocity of individual i at bus k 

𝜔Inertia wait parameter  

𝑐1, 𝑐2Acceleration coefficients  

𝑟1, 𝑟2Random number between 0 and 1 

𝑋𝑖
𝑘Position of individual I at iteration k 

𝑃𝑏𝑒𝑠𝑡𝑖
𝑘Best position of individual i at 

iteration k  

𝐺𝑏𝑒𝑠𝑡𝑘Best position of the group until 

iteration k 

𝜔𝑚𝑎𝑥 , 𝜔𝑚𝑖𝑛 Initial and final inertia 

number  

𝑖𝑡𝑒𝑟𝑚𝑎𝑥 Maximum iteration number 

𝑖𝑡𝑒𝑟Current iteration number 

𝑁𝐿 number of transmission line   

𝑁𝐵 number of buses in the system  

𝑃𝑙𝑜𝑠𝑠𝑘 loss on transmission line k 

𝑔𝑖𝑗  conductance of line between bus I 

and j  

𝑉𝑖 ,𝑉𝑗  voltage magnitude at bus I and j 

respectively  

𝛿𝑖 ,𝛿𝑗voltage angle at bus I and j 

respectively 

1. Introduction 
ne of the objectives in the 

operation of today’s complex 

electric power systems is to 

meet the demand for power at the lowest 
possible cost, while provides consumers 

with adequate and secure electricity [1]. 

So there should be a proper scheduling 
of generation for the minimization of 

cost of operation. Thus the economic 

dispatch problem is one of the most 

important operational functions in 
modern power system. The basic 

objective of economic dispatch (ED) of 

electric power generation is to schedule 
the committed generating unit outputs 

so as to meet the load demand at 

minimum operating cost while 

satisfying all unit and system equality 
and inequality constraints[1,2]. 

Hence, the problem is to determine the 

generation such that the total operating 
cost is minimize.Classical economic 

dispatch techniques included lambda 

iteration method, the gradient search 
method and dynamic programming 

method. Among these methods, the 

lambda iteration method is used 

frequently by power utilities due to its 
ease of implementation [3].However, it 

is realized that conventional techniques 

become very complicated when dealing 
with increasingly complex dispatch 

problems and are further limiting by 

their lack of robustness and efficiency in 
a number of practical applications thus 

developing a reliable, fast and efficient 

algorithm is still an active area in power 

systems [4]. 
Recently, a global optimization 

technique known as genetic algorithm 

(GA) which is a kind of the probabilistic 
heuristic algorithm has been studied to 

solve the power optimization problems 

[5]. The GA may find the several sub-

optimum solutions within a realistic 
computation time. Even if there is no 

guaranty that the GA may find the 

globally optimal solutions in a finite 
time. 

One of the most recent heuristic 

algorithms, the particle swarm 
optimization (PSO), is a population 

based stochastic optimization 

technology by Eberhart and Kennedy in 

1995, inspired by social behavior of bird 
flocking and fish schooling. It is used 

O 
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for optimization of continuous nonlinear 
functions [6]. 

T. Yalcinoz, H.Altun and M. Uzam 

developed a new genetic approach 
based on arithmetic crossover for 

solving the economic dispatch problem 

is proposed. Elitism, arithmetic 

crossover and mutation are used in the 
genetic algorithm to generate successive 

sets of possible operating policies. [7] 

Chao-Lung Chiang, Hong-Hsi Ko, and 
Shih-Nung Chenpresents an improved 

genetic algorithm with multiplier 

updating (IGA_MU) to solve the 
economic dispatch of cogeneration 

systems (EDCS). The improved genetic 

algorithm (IGA) equipped with an 

improved evolutionary direction 
operator and a migration operation can 

efficiently search and actively explore 

solutions. [8] 
M. YOUNES, M. RAHLI AND L. 

ABDELHAKEM-KORIDA Kpropose a 

methodology (GA-Matpower-OPF) that 
solves OPF including both active and 

reactive power dispatches. It is based on 

combining the Genetic Algorithm (GA) 

to obtain a near global solution, [9] 
In this paper, the PSO method has been 

employed to solve economic dispatch 

problem with system equality and 
inequality constraints. Where, the 

particle swarm adaptation has been 

shown to successfully optimize a wide 

range of continuous functions. Some of 
the attractive features of PSO include 

the ease of implementation and the fact 

that no gradient information is required. 

2-Details of Economic dispatching    

     Problem  

Economic power dispatch is a 
common problem pertaining to the 

allocation of the amount of power to be 

generated in power system on an 

optimum economy basis .The traditional 
economic dispatch minimizes the total 

thermal unit operating cost of all 

committed plants subject to the 
constraints [10, 11]. 

 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒  𝐹𝑖(𝑃𝑖)
𝑛
𝑖=1 ……….. (1) 

𝐹𝑖𝑗  𝑃𝑖 = 𝑎𝑖𝑃𝑖
2 + 𝑏𝑖𝑃𝑖 + 𝑐𝑖 ..…. (2) 

Equality constraints 
 The equality constraints are the real and 
reactive power balance equations at all 

the bus bars in each and every bus 

which are itself the load flow equations. 

The equality constraints can be   
formulated mathematically as [12, 13]: 

𝑃𝑔𝑖 − 𝑃𝑑𝑖 =   𝑉𝑖  
𝑁𝐵
𝑗=1  𝑉𝑗   𝑌𝑖𝑗  cos(𝛿𝑖 −

𝛿𝑗 − 𝜃𝑖𝑗 )……… …………….... (3) 

𝑄𝑔𝑖 − 𝑄𝑑𝑖 =   𝑉𝑖  
𝑁𝐵
𝑗=1  𝑉𝑗   𝑌𝑖𝑗  sin(𝛿𝑖 −

𝛿𝑗 − 𝜃𝑖𝑗 )… ………………….... (4) 

Inequality constraints: 

 Inequality constraints are basically 
operation limits and physical limits of 

each equipment. 

𝑃min 𝑖 ≤ 𝑃𝑔𝑖 ≤ 𝑃max 𝑖                ……. (5) 

𝑄min 𝑖 ≤ 𝑄𝑔𝑖 ≤ 𝑄max 𝑖              ……. (6) 

𝑉min 𝑖 ≤ 𝑉𝑔𝑖 ≤ 𝑉max 𝑖            ……….. (7) 

𝑆𝑖 ≤ 𝑆𝑖
𝑚𝑎𝑥                               ……… (8) 

3-Economic Dispatch Using (PSO) 

The PSO is a swarm intelligence 

algorithm, inspired by the social 
dynamics and emergent behavior that 

arises in socially organized colonies. 

The PSO algorithm exploits a 

population of individuals to probe 
promising regions of search space. In 

this context, the population is called 

swarm, and the individuals are called 
particles or agents. Each particle moves 

with an adaptable velocity within the 

regions of search space and retains a 
memory of the best position it ever 

encountered. The best position ever 

attained by each particle of the swarm is 

communicated to all other particles. [6, 
14] 

Here it is referred as classic PSO. The 

basic principles in "classical" PSO are 
very simple. A set of moving particles 
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(the swarm) is initially "thrown" inside 
the search space. Each particle has the 

following features: 

 Each particle has a position vector 

of Xi and a velocity vector Vi. The 
position vector Xi and the velocity 

vector Vi of the i th particle in the 

n-dimensional search space can be 

represented as Xi= (xi1, xi2, xin) and 
Vi= (vi1, vi2, vin), respectively. 

 Each particle has a memory of the 

best position in the search space 

that it has found so far (Pbesti), and 
knows the best location found to 

date by all the particles in the 

swarm (Gbest). Let Pbest =(xi1
Pbest

, 
xi2

Pbest
, ..., xin

( Pbest)
 and Gbest = 

(x1
Gbest

, x2
Gbest

, ..., xn
( Gbest)

)be the 

best position of the individual i and 

all the individuals so far, 
respectively. At each step, the 

velocity of the i th particle will be 

updated according to the following 
equation in the PSO algorithm [15, 

16]. 

𝑉𝑖
𝑘+1 = 𝜔𝑉𝑖

𝑘 + 𝑐1𝑟1 ×  𝑃𝑏𝑒𝑠𝑡𝑖
𝑘 −

𝑋𝑖
𝑘 + 𝑐2𝑟2 ×  𝐺𝑏𝑒𝑠𝑡𝑘 − 𝑋𝑖

𝑘  …… (9) 

 
In this velocity updating process, the 

acceleration coefficients c1, c2 and the 

inertia weight ω are predefined and r1, 

r2 are uniformly generated random 
numbers in the range of [0, 1]. In 

general, the inertia weight ω is set 

according to the following equation: 
 

𝜔 =  𝜔𝑚𝑎𝑥 −
𝜔𝑚𝑎𝑥 −𝜔𝑚𝑖𝑛

𝑖𝑡𝑒𝑟𝑚𝑎𝑥
× 𝑖𝑡𝑒𝑟… (10) 

 

The approach using Equ (10) is 

called the “inertia weight approach 

(IWA)” [16]. Using the above 
equations, diversification characteristic 

is gradually decreased and a certain 

velocity, which gradually moves the 
current searching point close to Pbest 

and Gbest, can be calculated. Each 

individual moves from the current 
position (searching point in the solution 

space) to the next one by the modified 

velocity in Equ (9) using the following 
equation: 

𝑋𝑖
𝑘+1 = 𝑋𝑖

𝑘 + 𝑉𝑖
𝑘+1…………. (11) 

PSO is a population based algorithm in 

which each particle is considered as a 

solution in the multimodal optimization 
space. The initial population is a set of 

individuals (i.e. a group) is created at 

random within the system constraints. 

Here, an individual for the ED problem 
is composed of a set of elements (i.e., 

generator outputs). Thus, individual i at 

iteration 0 can be represented as the 
vector Pgi

0
 = (Pgi1, Pgin), where n is the 

number of generators, (Pgi) is selected 

randomly between Pgi
min

 and Pgi
max

, The 
velocity of individual i at iteration 0 can 

be represented as the vector Vi
0
 = (Vi0, 

Vin) and this corresponds to the 

generation update quantity covering all 
generators. Our objective is to minimize 

the objective function of the ED 

expressed by Equ (2), it must be noted 
that initialized individuals have to 

satisfy both the equality constraint and 

inequality constraints.  

The search of the optimal vector is 
performed using into account the real 

power flow equation defined by Equ (3) 

which present the system transmission 
losses (Ploss). These losses can be 

approximated in terms of B coefficients 

as: 

min[ 𝑃𝑙𝑜𝑠𝑠𝑘 =   𝑔𝑖𝑗 (𝑉𝑖
2 +𝑁𝐵

𝑗=1
𝑁𝐵
𝑖=1

𝑁𝐿
𝑘=1

𝑉𝑗2−2𝑉𝑖𝑉𝑗cos𝛿𝑖−𝛿𝑗)]…….…. (12) 

 

𝑃𝑙𝑜𝑠𝑠 =   𝑃𝑔𝑖𝐵𝑖𝑗 𝑃𝑔𝑗
𝑛𝑔
𝑗=1

𝑛𝑔
𝑖=1  …..…(13) 

 

The Bij coefficients are obtained from a 

power flow solution.  In this method, 
only the inequality constraints on active 

powers are handled in the cost function. 

The other inequality constraints are 
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scheduled in the load flow process [6, 
16]. Figure (1) show the flow chart for 

PSO algorithm to solving Economic 

Dispatch problem   

4-Economic Dispatch Using Genetic    

    Algorithm 

Genetic algorithms GA are search 

algorithms based on the mechanics of 
natural selection and natural genetics. It 

can be used to solve a variety of 

optimization problems that are not well 
suited for standard optimization 

algorithms, including problems in which 

the objective function is discontinuous, 
non-differentiable, stochastic, or highly 

nonlinear [17].  

The GA works with a set of individuals 

comprising the population .The initial 
population consists of N randomly 

generated individuals where, N is the 

size of population, at every iteration of 
the algorithm, the fitness of each 

individual in the current population is 

computed .The population is then 
transformed in stages to yield a new 

current population for the next iteration .

The transformation is usually done in 

three stages by sequentially applying 
genetic operators, which are the 

selection, the crossover and the 

mutation [17, 18]: 
The success of the genetic algorithm 

strongly depends on the problem 

mapping which involves the 

transformation of the problem solution 
to a chromosome representation and the 

design of the fitness function as assess 

the quality of a solution. 
The initial population is generated after 

satisfying the Equ (5) pmin<p<pmax. Each 

chromosome within the population 
represents a candidate solution as a 

vector PGi, A chromosome must 

represent a generation scheduling in 

binary coding in order to solve the 
economic dispatch problem by using a 

genetic algorithm approach. The fitness 

function is used to transform the cost 
function value into a measure of relative 

fitness .The fitness function is given in 

Equ (2).The representation takes care of 
the unit minimum and maximum 

loading limits since the real 

representation is made to cover only the 

values between the limits. So, the first 
step of any genetic algorithm is to 

generate the initial population. A binary 

string of length L is associated to each 
member) individual) of the population .

The string is usually known as a 

chromosome and represents a solution 
of the problem . A sampling of this 

initial population creates an 

intermediate population .Thus, some 

operators (reproduction, crossover and 
mutation( are applied to this new 

intermediate population in order to 

obtain a new one [4, 9]. Figure (2) show 
the flow chart for GA algorithm to 

solving Economic Dispatch problem   

5- Simulation Results 
The proposed PSO algorithm has 

been implemented using Matlab. To 

demonstrate the effectiveness of this 

algorithm, the 37 bus power system has 
been implemented .The whole power 

system is illustrated in Fig (3) [19]. This 

system is considered large with 37-Bus, 
8-Generator power system containing 

three different voltage levels (345 KV, 

138 KV, 69 KV) with 49 transmission 

lines or transformers. The system data 
with power demand, generation are 

given from [19] and the output voltage 

from Newton-Raphson load flow 
analysis as in Fig (4), GA and PSO 

parameters as in Table (1). 

The Fuel-cost functions for planets in 
dollars per hour, the power generation 

limits and the B coefficients were found 

to be as follows: 

C1 = 0.0070 PG1
2
 + 7.00 PG1 +240; 

100 ≤ PG1 ≤ 500 

C2 =0.0095 PG2
2
 + 10.0 PG2 + 200; 
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50 ≤ PG2 ≤ 200 
C3=0.0090 PG3

2
 + 8.50 PG3+ 220; 

80 ≤ PG3 ≤ 300 

C4=0.0090 PG4
2
 + 11.0 PG4+ 200; 

50 ≤ PG4 ≤ 150 

C5=0.0080 PG5
2
 + 10.5 PG5+ 220; 

50 ≤ PG5 ≤ 200 

C6=0.0075 PG6
2
 + 12.0 PG6+190; 

50 ≤ PG6 ≤ 120 

C7 = 0.0070 PG7
2
 + 11.00 PG7 +195; 

50 ≤ PG7 ≤ 100 
C8 = 0.0065 PG8

2
 + 11.00 PG8 +193; 

50 ≤ PG8 ≤ 120 

B= [0.0048    0.0018    0.0000   -0.0004    
0.0010    0.0009   -0.0024    0.0008 

0.0018    0.0148    0.0053    0.0039   -

0.0012   -0.0021    0.0017   -0.0014 

0.0000    0.0053    0.0113    0.0012   -
0.0025   -0.0038    0.0055   -0.0029 

-0.0004    0.0039    0.0012    0.0366   -

0.0000   -0.0011    0.0053    0.0011 
0.0010   -0.0012   -0.0025   -0.0000    

0.0085    0.0097   -0.0027    0.0070 

 0.0009   -0.0021   -0.0038   -0.0011    
0.0097    0.0231   -0.0063    0.0071 

 -0.0024    0.0017    0.0055    0.0053   -

0.0027   -0.0063    0.0832   -0.0011 

   0.0008   -0.0014   -0.0029    0.0011    
0.0070    0.0071   -0.0011    0.0107]; 

B0= [0.0026    0.0022    0.0006   -

0.0007    0.0026    0.0055   -0.0027    
0.0018]; 

B00= [0.0023]; 

The results of the proposed approach 

were compared to classical method 
(lambda iteration method) and genetic 

algorithm. The comparison results have 

been demonstrated in Table (2). It is 
quite evident that the proposed approach 

gives better results. 

To verify the convergence 
characteristics of the PSO and GA with 

the selected parameters, the variations in 

cost with iteration number shown in Fig. 

(5) and Fig. (6). 

 

 

6-Conclusions 
     The PSO and GA algorithms have 

been investigated for the determination 

of the global or near-global optimal 
solution for the economic dispatch (ED) 

problem. The results of these two 

methods are compared with 

conventional lambda iterative method. 
Since the conventional method depends 

on the exact adjustment of lambda 

value, it cannot give the accurate 
solution for the ED problem. The results 

show that the PSO and GA provide a 

global optimal solution than that 
provided by the Conventional method. 

By implementation of PSO, computer-

processing time can be drastically 

reduced.The main advantage of PSO 
over other modern heuristics is 

modeling flexibility, sure and fast 

convergence, less computational time 
than other heuristic methods. In 

addition, it can be easily coded to work 

on parallel computers.Simulation results 
on the 37 Bus, 8-generator system 

demonstrate the 
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Table (1) GA and PSO parameters 
for best results of economic dispatch. 

 

PSO 

method 
GA method 

Classical 

method 

Total system 
loss = 

136.827 KW 

Total system 
loss = 

1.8670 MW 

Total 

system 
loss = 

15.8815 

MW 

Total 

generation 

cost = 

1008.679 $/h 

Total 

generation 

cost =  

1632.1 $/h 

Total 

generatio

n cost =  

9753.40 

$/h 

Optimal 

Dispatch of 

Generation: 
(MW) 

100.000 

50.000 

80.000 
50.000 

50.000 

50.000 
50.000 

50.000 

Optimal 

Dispatch of 

Generation: 
(MW) 

155.2453 

52.3329 

80.5290 
51.8792 

53.6832 

51.3040 
50.4463 

50.8198 

Optimal 

Dispatch 
of 

Generati

on: 
(MW) 

306.772

1 

61.5731 
153.633

0 

50.0000 
68.0129 

50.0000 

50.0000 
50.0000 

 

 

 
 

 
 

 

Table (2) the results of the proposed 

system. 
 

 
 
 
 
 
 
 
     
 
 
 
 
 

no 
Genetic algorithm 

(GA) 

Particle swarm 

optimization (PSO) 

 Parameters Values Parameters Values 

1 
Population 

size 
50 

Population 

size 
50 

2 String size 64 C1 1.99 

3 

Probability 

of 

crossover 

0.8 C2 1.99 

4 
Probability 
of mutation 

0.08 ᾠ 0.8 

5 Generations 100 Generations 500 
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Start 

Initialize algorithm constraints Kmax, Pgmin. 

Pgmax, w, c1, c2  

Run Power flow solution by Newton-Raphson method

obtains the B-coefficients of the loss formula

computes the total generation cost

Set k=1, i=1

Randomly initialized all particle positions and velocities  

Evaluate objective function 

(minimum cost) for particle i 

Update particle I and swarm best 

values fbest(i), fbest(g) 

Update velocity Vk(i) for particle of I  

Update position Vk(i) for particle of I  

Stopping criterion satisfied 

Output result

Stop 

Incremental I 

I > total number of 

particle?

Set I = 1, increment k

Yes 

No 

Yes 

No 

Input system data

 
Figure (1) Flow Chart Of Particale Swarm Algorithm 
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Start 

Initialize algorithm constraints Pgmin, Pgmax  

Run Power flow solution by Newton-Raphson method for each set 

of generation, pattern corresponding to a particular chromosome  

obtains the B-coefficients of the loss formula

computes the total generation cost

Generate population of Pgi randomly  

according to constraints 

Evaluate objective function (minimum cost) 

for each set of generation pattern 

End 

Input system data

Has reaching maximum number 

of generation 

Apply selection and cross over to the 

chromosome in the selection population   

Run Power flow solution and check the constraints 

Include the chromosome in the list of valid chromosome 

Are all constraints satisfied 

Find the minimum cost among all the valid chromosome 

Add to the list of valid chromosome the pest parents 

Apply mutation 

Run power flow on the optimal solution 

Find the cost of the optimal solution 

stop

Find and store minimum cost among all valid

Reject the chromosome 

Yes 

No 

No 

Yes 

 
Figure (2) Flow Chart of Genetic Algorithm 
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Figure (3) Single line diagram for test system. [19] 
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Figure (4) Voltage magnitudes at buses of the system. 

 

 
 

  

Figure (5) Fitness value for genetic algorithm 

 

 
Figure (6) Fitness value for PSO algorithm 

 


