Abstract

According to the high performance demand of speed control of an induction motor, Fuzzy Logic Controller (FLC) gives superior behavior over wide range of speed variation. Fuzzy logic is a robust controller for linear and non-linear system, even if good mathematical representation of the system is not available. But, adapting fuzzy controller parameters is very complex and depends on operator experience. Particle Swarm Optimization (PSO) algorithm is proposed in this paper as an optimization technique for adapting centers and width of triangle inputs membership functions. The ordinary adapting method of FLC is represented too. Meanwhile, based on the concept of optimization, ways of defining the fitness function of the PSO including different performance criteria are also illustrated. The complete mathematical model and simulation of an induction motor and inverter are represented in this paper. The simulation results demonstrate that the proposed PSO-FL speed controller realizes a good dynamic behavior of the IM with very good speed tracking.
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1. Introduction

The design of a conventional control system is normally based on the mathematical model of a plant. If an accurate mathematical model is available with known parameters, it can be analyzed, for example, by a Bode or Nyquist plot, and a controller can be designed for the specified performance. Such procedures are tedious and time-consuming, and in addition of that for complex or non-linear system are difficult to obtain good mathematical model [1].

Fuzzy logic (FL) or Fuzzy Inference System (FIS) was invented in 1970s, which was powerful tool in the field of control applications. The fuzzy controller gives superior performance over the conventional control methods such as PID controller, even if the accurate mathematical model is not available [1, 2].

Unfortunately, adapting and choosing of the fuzzy controller parameters such as: number of membership functions, type of membership functions, number of rules, and formulating rules, are strongly depend on the experience of the operator and designer. In spite of experience, adapting position and width of the input and output memberships are very difficult and dependant parameters [2, 3].

Nowadays, several new intelligent optimization techniques have been emerged like: Genetic Algorithm (GA), Ant Colony Optimization (ACO), Simulated Annealing (SA), Bacterial Foraging (BF), and Particle Swarm Optimization (PSO) [3, 4]. Due to its high potential for global optimization, PSO has received great attention in control system such as the search of optimal PID controller and fuzzy controller parameters. PSO is one of the modern heuristics algorithms; it was developed through simulation of a simplified social system, and has been found to be robust in solving continuous non-linear optimization problems [4, 5].

In this paper, a tradition method for adapting fuzzy logic controller of non-linear three phase induction motor speed control is represented. Then, the PSO based method for adapting fuzzy controller parameters are proposed as a modern intelligent optimization algorithm.

Also, this paper represents the Sinusoidal Pulse Width Modulation (SPWM) inverter as a voltage fed inverter. Which is used as volt/Hz control drive.

2. Sinusoidal PWM Inverter

The pulse width modulation techniques have wide simple and complex types, the Sinusoidal Pulse Width Modulation (SPWM) is the most popular used method of A.C. drives, but its' not the efficient method [1, 6]. Voltage source inverter (VSI) should have a stiff source at the input [1], that is, its Thevenin impedance ideally is zero. Thus, a large capacitor can be connected at the input if the voltage source is not stiff. A practical (VSI) consist of power bridge devices with three output legs, each consist of two power switches and two freewheeling diodes, the inverter is supplied from D.C. voltage source via LC or C filter. In sinusoidal PWM the three output legs considered as three independent push-pull amplifiers [6] as shown in figure (1). The gating signals of each push-pull stage generated by comparing a constant level triangle signal of frequency (f_c) called "carrier signal", with 3-phase sinusoidal signals.
of frequency \( f_r \) called "reference signals", which has variable amplitude to get the desired output voltage, this comparison leads to generate a sequence of variable width pulses used to gating each switch in the push-pull stage. Figure (2) illustrates the principles of SPWM, The output phase voltage:

\[
V_{ao} = \text{is the output phase voltage measured to the center of the input D.C. voltage.}
\]

\[
V_{an} = \text{is the output phase voltage measured to isolated neutral of three-phase load such as induction motor.}
\]

Where:

\[
\begin{bmatrix}
V_{ao} \\
V_{bo} \\
V_{co}
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{bmatrix} \begin{bmatrix}
V_{ao} \\
V_{bo} \\
V_{co}
\end{bmatrix}
\] (1)

\[
V_{ao} = 0.5mV_d \sin(\omega t)+\text{high-freq. (M ± N\omega)} [1] \quad \text{……… (2)}
\]

Where: \( V_d \) is the D.C. voltage, \( \omega = \) fundamental frequency; \( \omega_c = \) carrier frequency; M and N are integers and \( M+N = \text{odd} \), \( m = \) modulation index is defined as [1, 6]:

\[
m = \frac{V_i}{V_c} \quad \text{……… (3)}
\]

Where: \( V_i = \) peak of reference signal, \( V_c = \) peak of carrier signal. At \( m = 1 \), the maximum value of fundamental peak = \( 0.5V_d \) which is 78.54% of the peak fundamental voltage of the square-wave \( (2V_d/\pi) \) which called the linear modulation region. To further increase the amplitude of the output voltage, the amplitude of the modulating signals exceeds the amplitude of the carrier signal which leads to enter into quasi-PWM region called "over modulating region" causing increase in the low order harmonics. Further increasing modulation index tends to obtain square wave at maximum possible output fundamental \( (2V_d/\pi) \) [1, 6].

3. SPWM Inverter Simulation

By using MATLAB/SIMULINK PROGRAM, the SPWM inverter can be simulated, firstly generation of the carrier triangle signal and the three modulating signals by using internal timer and the rated frequency \( (50 \text{ Hz}) \) to obtain the angular speed \( (\omega t) \), then multiplying the angular speed and the amplitude of the signal by the frequency command \( (f_{com}) \) and voltage command \( (V_{com}) \) respectively. Secondly, compared the two signal sets to generate the switching signals of three switches used as three push-pull devices. The output of the switches gives \( (V_{ao}, V_{bo}, V_{co}) \) then the three phase to load neutral \( (V_{an}, V_{bn}, V_{cn}) \) can be achieved by implementing equation (1). Figure (3) illustrated the complete simulation of SPWM inverter, and the output phase voltage can be shown in figure (4).

4. Modeling and Simulation of Three Phase I.M.

The synchronously rotating reference frame model for an induction motor is the most used mathematical representation, in which the induction motor can be looked on as transformer with moving secondary winding, where the coupling coefficients between the stator and rotor phases change continuously with the change of rotor position [1, 6]. The machine model can be described by differential equation with time varying mutual inductances, but such model tends to be very complex. Therefore, axis transformation is applied to transfer the three phase parameters (voltage,
current and flux) to two-axis frame
called (dq-axis stationary frame or park
transformation). Park transformation
is applied to refer the stator variables to a
synchronously rotating reference frame
fixed in the rotor, by such transformation
the stator and rotor parameters rotate in synchronous speed
and all simulated variables in the
stationary frame appear as D.C.
quantities in the synchronously rotating
reference frame [1, 6].

The per-phase equivalent circuit
diagrams of an I.M. in two-axis
synchronously rotating reference frame
are illustrated in figure (5). From the
circuit diagram the following equations
can be written [1]:

- **Stator equation:**
  \[
  V_{qs}^e = R_s i_{qs}^e + \frac{d\Psi_{qs}}{dt} + w_e \Psi_{ds}^e
  \]
  \[
  V_{ds}^e = R_s i_{ds}^e + \frac{d\Psi_{ds}}{dt} - w_e \Psi_{qs}^e
  \]

- **Rotor equation:**
  \[
  V_{qr}^e = R_r i_{qr}^e + \frac{d\Psi_{qr}}{dt} + (w_e - w_r) \Psi_{dr}^e
  \]
  \[
  V_{dr}^e = R_r i_{dr}^e + \frac{d\Psi_{dr}}{dt} - (w_e - w_r) \Psi_{qr}^e
  \]

Where:
- \( V_{qs}^e, V_{ds}^e, V_{qr}^e, V_{dr}^e \) are the stator and
  rotor dq-axis voltages.
- \( i_{qs}^e, i_{ds}^e, i_{qr}^e, i_{dr}^e \) are the stator and
  rotor dq-axis currents.
- \( \Psi_{ds}^e, \Psi_{qs}^e, \Psi_{dr}^e, \Psi_{qr}^e \) are the stator and
  rotor dq-axis fluxes.

The superscript notation “\( e \)” referred to
the synchronously rotating reference frame quantities.

It's obviously that in squirrel cage
I.M \( V_{qs}=0 \), then the pervious equation
can be rewritten:

\[
\frac{d\Psi_{qs}}{dt} = V_{qs}^e - R_s i_{qs}^e - w_e \Psi_{ds}^e
\]

\[
\frac{d\Psi_{ds}}{dt} = V_{ds}^e - R_s i_{ds}^e + w_e \Psi_{qs}^e
\]

\[
\frac{d\Psi_{qr}}{dt} = -R_r i_{qr}^e - (w_e - w_r) \Psi_{dr}^e
\]

\[
\frac{d\Psi_{dr}}{dt} = -R_r i_{dr}^e + (w_e - w_r) \Psi_{qr}^e
\]

The development torque by interaction
of air gap flux and rotor current can be
found as:

\[
T_e = \frac{(3/2)(P/2)}{L_s} \Psi_{qs} \Psi_{dr}^e \quad \ldots(12)
\]

Where: \( T_e \) is the electromagnetic
torque.

By resolving the variables into \( d^e-q^e \)
components:

\[
T_e = \frac{(3/2)(P/2)}{L_s} (\Psi_{ds}^e \Psi_{qs} - \Psi_{qs}^e \Psi_{ds})
\]

\[
i_{ds}^e = \frac{\Psi_{ds}^e - \Psi_{qs}^e}{L_s}
\]

\[
\ldots(13)
\]

The dynamic torque equation of the
rotor:

\[
T_e = T_L + \frac{2}{P} J \frac{d\omega_r}{dt}
\]

Where: \( \omega_r \) is the rotor speed; \( P \): no.
of poles; \( J \) = rotor inertia; \( T_L \) = load
torque.

The stator current can be found by:
The air gap flux:

\[ \Psi_{qm} = \frac{L_{m1}}{L_s} \Psi_{qs} + \frac{L_{m1}}{L_r} \Psi_{qr} \]  

...(17)

\[ \Psi_{dm} = \frac{L_{m1}}{L_s} \Psi_{ds} + \frac{L_{m1}}{L_r} \Psi_{dr} \]  

...(18)

Where:

\[ L_{m1} = \frac{1}{\left( \frac{1}{L_m} + \frac{1}{L_s} + \frac{1}{L_r} \right)} \]  

...(19)

From the previous equations the dynamic model of an induction motor is simulated as shown in figure (6).  

5. Speed Control of I.M

The closed loop control of A.C. drives is somewhat complex, and the complexity increases if high performance is demanded. There are wide studies and researches concern with several types of I.M. speed control. The main control techniques including scalar control, vector or field oriented control, direct torque and flux control, adaptive control, and intelligent control. The simplest and popular used method is scalar slip regulation of rotor speed, in which the actual rotor speed measured by means of tacho-meter [6, 7]. The difference between the command speed \( (w_r^*) \) and the actual rotor speed \( (w_r) \) gives the slip speed \( (w_s) \) which added to the rotor speed through proportional-integral (PI) controller to obtain new speed command fed to the inverter. With step-up speed command the motor accelerates freely with a slip limit that corresponds to the torque limit, and then settles down to steady value. With step-down speed command the drive goes into regenerative or dynamic breaking mode and decelerates with constant negative slip \( (-w_s) \).

6. Fuzzy Logic Control

Since fuzzy logic (FL) was invented, it had many successful applications mostly in control. One of the main advantages of fuzzy logic system is the design on the basis of incomplete and approximate information, thus providing simple and fast approximations of the unknown or too complicated models [1, 2].

The main idea of fuzzy control, which had proved to be a very successful method, is to build a model of human control expert who is capable of controlling the plant without thinking in terms of mathematical model. Usually the Mamdani method is used in adaptive fuzzy logic controller system. For example: if X & Y are the inputs of the fuzzy system, and "F" is the output signal:

IF X is A₁ AND Y is B₁ THEN z=f₁

IF X is A₂ AND Y is B₂ THEN z=f₂

The output "F" can be constructed as:

\[ F = \frac{W_1}{W_1+W_2} f_1 + \frac{W_2}{W_1+W_2} f_2 \]  

…… (20)

Where: A₁, A₂, B₁, B₂ are the input membership functions, f₁ and f₂ are the output singleton membership functions, and \( W₁ \) and \( W₂ \) are the Degree Of Fulfillments (DOF) of rule 1 & 2, which can be adaptive to satisfied the input/output data [1, 2].

As mentioned before the selection of Membership Functions...
(MFs) for the input and output variables and the determination of fuzzy rules are not always easy. There is no formal framework for the choice of the parameters of FLC and hence the means of tuning them and learning models in general have become an important subject of fuzzy control.

7. Design of FL Controller:

The function of the fuzzy controller is to observe the pattern of the speed loop error signal and correspondingly updates the control signal so that the actual speed \( w_r \) matches the command speed \( w_r^* \). There are two input signals to the fuzzy controller: the error \( E = w_r^* - w_r \), and the change of error \( CE \) (also it known as the future of error), which is related to the derivative of error \( dE/dt \). A simple fuzzy logic controller of two inputs and one output can be used in this application, for each input three of triangle memberships was used, and five triangle memberships for the output. For such FLC nine \((3*3)\) of "If" statement rules was used. Adapting of the input/output memberships positions are very difficult, especially for one don't have experience of the system behavior. Trial and error method can be used in such situations, in this work the final suitable distribution of the input/output memberships after several trial and error iterations can be shown in figure (7). The overall system simulation is illustrated in figure (8). System performance of different command speed, with fuzzy logic controller, under full-load condition is shown in figure (9).

Where, the used squirrel cage induction motor name plate is:

3-ph I.M, 380 v., 2.2 kw, 2 poles, 50 Hz, \( L_s = 13.6 \text{ mH} \), \( L_r = 11.4 \text{ mH} \), \( R_s = 2.3 \Omega \), \( R_r = 3.4 \Omega \), rotor inertia= \( 4.5*10^{-3} \text{ kg/m}^2 \).

8. Particle Swarm Optimization

PSO is one of the optimization techniques first proposed by Eberhart and Colleagues [8, 9]. This method has been found to be robust in solving problems featuring non-linearity and non-differentiability, which is derived from the social-psychological theory. The technique is derived from research on swarm such as fish schooling and bird flocking. In the PSO algorithm, instead of using evolutionary operators such as mutation and crossover to manipulate algorithms, the population dynamics simulates a "bird flocks" behavior, where social sharing of information takes place and individuals can profit from the discoveries and previous experience of all the other companions during the search for food. Thus, each companion, called particle, in the population, which is called swarm, is assumed to "fly " in many direction over the search space in order to meet the demand fitness function [4, 5, 9, 10].

For \( n \)-variables optimization problem a flock of particles are put into the \( n \)-dimensional search space with randomly chosen velocities and positions knowing their best values, so far \( P_{best} \) and the best position in the \( n \)-dimensional space [8, 10]. The velocity of each particle, adjusted accordingly to its own flying experience and the other particles flying experience. For example, the \( i_{th} \) particle is represented, as:

\[
X_i = (x_{i1}, x_{i2}, \ldots, x_{in}) \quad \ldots \quad (21)
\]

In \( n \)-dimensional space, the best previous position of the \( i_{th} \) particle is recorded as:
The modified velocity and position of each particle can be calculated using the current velocity and distance from $(P_{best_i})$ to $(g_{best})$ as shown in the following formula [4, 8, 9, 10]:

\[ v_{i_{m+1}} = v_{i_{m}} + \omega \cdot v_{i_{m}} + c_{1} \cdot r_{i_{m}} \cdot (P_{best_i} - x_{i_{m}}) + c_{2} \cdot r_{i_{m}} \cdot (g_{best} - x_{i_{m}}) \]  \hspace{1cm} (23)

\[ x_{i_{m+1}} = x_{i_{m}} + v_{i_{m+1}} \]  \hspace{1cm} (24)

Where:

- $n = \text{Number of particles.}$
- $d = \text{Dimension.}$
- $I_t = \text{Iterations pointer.}$
- $v_{i_{m}} = \text{Velocity of particle no. } i \text{ at iteration } I_t.$
- $\omega = \text{Inertia weight factor.}$
- $c_{1}, c_{2} = \text{Acceleration constant.}$
- $r_{i_{m}} = \text{Random number between 0-1.}$
- $\omega_{i_{m}} = \text{Current position of particle } i \text{ at iteration } I_t.$
- $P_{best_i} = \text{Best previous position of } i_{th} \text{ particle.}$
- $g_{best} = \text{Global best particle among all the particles in the population.}$

9. Implementing PSO for Adapting FL Controller

The implementation of particle swarm optimization in this work is same what complex, because the performance of the system must be examined in each iteration and particles position during the optimization algorithm. Therefore, the optimization algorithm is implemented by using MATLAB m-file program and linked with the system simulation program in MATLAB SIMULINK, to check the system performance in each iteration.

In this work, the problem is to optimize the position of the two inputs $(E, CE)$ memberships. Each triangle membership is recognized by three parameters: left corner, right corner, and center. Therefore, for six memberships (of the two inputs) eighteen ($6 \times 3$) parameters must be adapted. Thus, the particles (birds) have eighteen dimensions, or in other words particles must 'fly' in eighteen dimensional spaces. A random of 15 particles positions is assumed (for each dimension 15 birds), and optimization algorithm of 20 iteration is used to estimate the optimal positions of the two inputs memberships parameters.

In most intelligent optimization algorithms, there are commonly performance criteria such as: Integrated Absolute Error (IAE), the Integrated of Square Error (ISE), and Integrated of Time weight Square Error (ITSE). That can be evaluated analytically in frequency domain [4, 8].

Each criterion has its own advantage and disadvantage. For example, disadvantage of IAE and ISE criteria is that its minimization can result in a response with relatively small overshot but a long settling time, because the ISE performance criteria weights all errors equally independent of time. Although, the ITSE performance criterion can overcome the disadvantage of ISE criterion. The IAE, ISE, and ITSE performance criterion formulas are as follows:
In this paper, the integrated of time weight square error ITSE is used for evaluating the accuracy performance of the fuzzy controller. A set of good control parameters can yield a good step response that will result in performance criteria minimization in the time domain, this performance criterion is called Fitness Function (FF) which can be formulated as follows [5, 8]:

\[ FF = (M_p + E_{ss}) \times \beta + ITSE \]  

Where:
- \( M_p \) is maximum overshoot.
- \( E_{ss} \) is steady state error.
- \( \beta \) is the weight factor can set to be larger than 0.7 to reduce the overshoot and steady state error, also can be smaller than 0.7 to reduce the rise time and settling time.

The objective function is to minimize the fitness function FF, the PSO algorithm process can be summarized in the flowchart shown in figure (10). And the final obtained positions of the membership functions from the particle swarm optimization algorithm are illustrated in figure (11). System performance of PSO-based for different command speed is shown in figure (12).

10. Conclusions

A comparison performance between the proposed PSO method and the ordinary adapting method of the fuzzy controller membership functions is illustrated in figure (13), from which the following tips can be concluded:

i. The proposed PSO adapting method can be considered as: very computationally efficient in eliminate computing time, easy to implement, and simple concept. Unlike, the ordinary adapting method which needs long adapting time and complex procedure.

ii. In the ordinary adapting method, the fuzzy controller gives a satisfactory system performance: max. overshoot = 4\% in low speed & 0\% in high speed, rise time = 6 sec, settling time = 6.5 sec, and steady state error = 0\%.

iii. The proposed PSO adapting method gives a superior performance, in which: max. overshoot = 0\% in low and high speed variation, rise time = 3 sec, settling time = 3 sec, and steady state error = 0\%.

iv. The proposed PSO adapting method gives very good speed tracking with non-sluggish performance and high robust controller than those obtained by the ordinary adapting of fuzzy logic controllers.
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\[ IAE = \int_0^T [y(t) - r(t)] dt = \int_0^T [e(t)] dt \]  

\[ ISE = \int_0^T e^2(t) dt \]  

\[ ITSE = \int_0^T t \cdot e^2(t) dt \]
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Figure (8) Overall System Simulation
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Figure (10) Flowchart of PSO Algorithm

Start

Generate Initial Birds Positions

Calculate and set the MFs Parameters

Run the Fuzzy Controller System

Calculate the Fitness Function

Find the pest local position and the global best position

Update Velocity and Position according to Best and global Positions

If Max iteration number reached?

Yes

No

End
Particle Swarm Optimization for Adapting Fuzzy Logic Controller of SPWM Inverter Fed 3-Phase IM.

Figure (11) PSO Adapting of Input MFs
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Figure (13) Comparison Performance