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Abstract
Spam has now become a significant security issue and a massive drain on financial resources. In this paper, a method for filtering the spam at the client level is presented. The proposed filter combines more than one filtering mechanism that would make the filter more efficient, faster and low false positive. The main mechanism implemented is the Bayesian filter combined with a blacklist and whitelist. The header of the incoming e-mail will be tested against the whitelist to determine whether the e-mail is legitimate or not. Also it will be tested against the blacklist to determine whether the e-mail is spam or not. In case of no matched results the e-mail will be checked by the Bayesian filter. The results of this check will then be used to update the whitelist and blacklist.
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1 Introduction
The spam is a commercial mail but there is no standardized definition for spam [1]. Spam mail, also called unsolicited bulk e-mail or junk mail, is Internet mail that is sent to a group of recipients who have not requested it [2]. Spam constitutes a major problem for both e-mail users and Internet Service Providers (ISP) [1]. These unsolicited mails have already caused many problems such as filling mailboxes, engulfing important personal mail, wasting network bandwidth, consuming users’ time and energy to sort through it, and crashing mail-servers.

The task of spam filtering is to rule out unsolicited e-mails automatically from a user's mail stream [2]. The average number of spam messages received is continually increasing exponentially. Figure 1 shows recent statistics on the number of spam messages received by one e-mail user. It explains how the spam is becoming a real problem in the last years [1, 3, 4].

There are several effective statistical filtering spams available. Some common approaches are artificial neural
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networks and Intrusion Detection Systems (IDS) [5]. The Bayesian filters have now become the standard for spam filtering [6]. Bulk mailers use several different techniques to send their spam. Often Bulk mailers misuse the Simple Mail Transfer Protocol (SMTP) or use badly configured Mail Transfer Agent (MTA) (so-called open-relays) to hide their tracks. Filtering is a highly popular technique, with many ways to deal with spam [7].

There are at least three fundamentally different ways to counter spammer. First, bulk mailers can be prevented to send spam by blocking or limiting access to mail servers. A second method is to make spamming less profitable, for example by incurring a cost on every e-mail message sent. A third method aims to detect and remove all spam once it is sent by applying different types of filtering techniques that use the special characteristics of spam to recognize it [8].

In order to address the growing problem, each organization must analyze the tools available to determine how best to counter spam in its environment. Tools, such as the corporate e-mail system, e-mail filtering gateways, contracted anti-spam services, and end-user training, provide an important arsenal for any organization [9, 10].

This work focuses on the filtering spam using statistical approach that depends on the e-mail contents and header analysis to differentiate between the spam and legitimate e-mail.

2 Related works

2-1 SpamAssassin

SpamAssassin is an example of a rule-based scoring system. To identify spam, SpamAssassin uses a wide range of heuristic tests on e-mail headers and body text. Because spammers and their spam-making applications are not static, rule-based scoring systems are facing some of the same challenges that word filters face. Rules must be updated regularly in order for rule-based scoring systems to remain effective. For example, if a rule-based scoring system has a rule that assigns points to the word “Viagra”, Spammers can easily circumvent this rule by purposely misspelling “Viagra” as many different ways as required to successfully deliver the spam. Rule-based scoring systems, however, if used properly, can be very effective, eliminating over 90 percent of incoming spam [11].

2-2 Bogofilter

This filter is characterized by doing smarter lexical analysis. In particular, hostnames and IP addresses are retained as recognition features rather than broken up. Various kinds of MTA craft such as dates and message-IDs are discarded so as not to bloat the word lists.

Speed was an important consideration because thousands of e-mails would be processed through two different filters. If the computer used to run the filters by more than one user, this test could lock up the machine for hours. Bogofilter appeared to be the least obtrusive Bayesian filter available. It takes an e-mail (the standard input to the program) and it returns 0 or 1 depending on whether or not it thought it was spam. With different command line switches, it can be told to register a word as spam or ham (legitimate). It also has the ability to undo a previous addition to the database if it was erroneous [12].

3 Spam Filter Techniques

Filtering is a highly popular technique. It involves selecting and removing spam from the legitimate e-mail. Some of the filtering techniques can be discussed briefly as follows:

3-1 Rule-Based Filter

Perhaps the most straightforward method of filtering spam is a rule-based algorithm. Rules are defined to classify e-mails as spam or legitimate
based on different characteristics. An example rule could be that all e-mails with magenta-colored text are spam. Another example would be that all e-mails that contain the text “order confirmation” are legitimate. A good rule-based filter would note which rules match, and make a decision based on all of the rules combined [12].

3-2 Whitelist & Blacklist

A whitelist is a list containing a collection of contacts which we will accept e-mail messages from. If an e-mail arrives but does not come from one of the contacts in the whitelist then it is rejected (placed in spam folder). While this technique is effective for some users it is clear to have faults. Any e-mail sent by a stranger will simply be incorrectly classified as a spam in other words it’s a false positive. In all but a few scenarios it’s inconceivable to know a priori all contacts that will send us an e-mail [7]. Because of this, the present approach does not reject the mail, but it sends it to a blacklist to be checked.

A blacklist is a list of traits that spam e-mails have, and if the e-mail tested contains any of those traits, it is marked as spam. It is possible to organize a blacklist based on “From:” fields, originating IP addresses, the subject or body of the message, or any other part of the message that makes sense. Blacklists can be used on both large and small scales. A large-scale blacklist would usually be provided by a third party. The user typically does not contribute to a large list like this. On a smaller scale, the user could simply tell his e-mail client not to allow e-mails from certain addresses. A small-scale blacklist works fine if the user gets spam from one particular address. On a larger scale, where the user does not have any control over the blacklist, there must be a mechanism in place for dealing with accidental blacklisting of other users. [12].

3-3 Bayesian Filter

Bayesian filtering is a statistical approach that involves teaching a system that a particular input gives a particular result [1]. For Spam filtering, this teaching is repeated, many times over, with many spam and legitimate mails. Once this is finished, a Bayesian system can be presented with a new e-mail and will give a probability of the result being spam. For best results, teaching should be a constant process. The Bayesian engine provides a single probability figure for each e-mail processed. This probability ranges from (0% likelihood that an e-mail is a spam) up to (99% likelihood) [11]. The Bayesian filter's first big advantage is already evident. There is no human intervention required to generate the feature recognizers. A simple white space delimiter detector can break the incoming text into words, and each word is considered a feature in the database [6].

3-4 Stopping Spam from the E-mail Server

Spammers have to get their Internet connection through some Internet service provider (ISP) and cutting spam off on the sending side would be the job of the ISP. Whether the spammer uses the ISP’s e-mail server or their own, it should not be too hard to detect when a user sends out thousands of e-mails. Thereafter terminating these accesses would probably be sufficient to block spammers.

The problem does not lie in detecting the spam. However, the problem is that some ISPs are willing to let spammers use their service to send out thousands of e-mails [12]. Convincing all ISPs to aggressively monitor for and terminate spammers is not an easy task, and is not in the scope of this work.

4 Filtering Spam Implementation at the Client E-mail Level

Most Mail User Agents (MUAs) have some sort of features for
categorizing e-mails based on a set of rules determined by the user. These rules can be constructed to examine an e-mail message body for keywords or phrases given by the end-user. A common use of such rules is to categorize a newly arrived e-mail into a specific folder. For example, some users have a folder for work e-mails. A rule could be setup to transfer a new arrived e-mail that contains the word “job” into the work folder [7].

4-1 A Proposed Filtering Spam Strategy

When the client e-mail (MUA) establishes a connection with POP3* Server, the MUA would request from the server the list of messages to be downloaded from the server. The header of the arrived message will be analyzed to extract information about the source of this message. Then the extracted information will be checked against a whitelist that contains a list of acceptable addresses. This list is stored in a table in the client machine. If there is a matching address, the message will be passed to the Inbox Folder; else the extracted information will be examined against a blacklist to ensure that the message is not coming from a spammer. If there is no matching, the unlabeled message will be examined in the statistical Bayesian filter to determine whether the message is a spam or not. The result of the filter will be labeling the unlabeled message as a spam or not spam. The tables of blacklist and whitelist will be updated accordingly. The count number of spam and non-spam e-mails is also recorded for use in the test level. We can get a list of spam mails from some dependable location in the web to learn filter with it. In addition, when the unlabeled message is labeled by the filter, it will be considered as input to learn with at the test level. This process is illustrated by the following algorithm:

Given an e-mail message X, labeled with \( C_j \) ... Where \( j = \{ \text{spam, legitimate} \} \)

1- Break X to tokens \( \{ x_i \ldots x_n \} \), each token represents a word.

2- For each token \( x_i \):

---

* POP3: Post office Protocol version. This protocol is used to retrieve mails from the mail server box to the mail client server.
If \( x_i \) exists in the table of type \( C_j \),
then \( \text{freq}[x_i] = \text{freq}[x_i] + 1. \)
Else \( \text{freq}[x_i] = 1. \)

3- Increment the e-mail count of
type \( C_j \): \( \text{count}[C_j] = \text{count}[C_j] + 1. \)

ii. Testing Level

In the test level, the collected information about spam and non spam
will be used as vectors to find the probability that the incoming e-mail is
spam or not. This process is implemented by the following steps:
1- Compute the probability for each \( x_i \),
where the training information from the training level is represented as:
\[
\Pr[x_i|C_j] = \frac{\text{freq}[x_i]}{\text{total}[x_e]}
\]
where the \( \text{freq}(x_i) \) represents the
frequency of a particular word in the incoming message and
the total \( (x_e) \) represents the total frequencies for all
words in the training information for all labeled \( C_j \) messages.

2- Compute the probability \( \Pr[X|C_j]: \)
\[
\Pr[X|C_j] = \Pr[x_1|C_j] \Pr[x_2|C_j] \ldots \Pr[x_n|C_j]
\]
\[
= \prod_{i=1}^{k} \Pr[x_i|C_j]
\]

3- Calculate \( \Pr[C_j] \) which represents a
probability of a message being a spam
or non spam e-mail:
\[
\Pr[S] = \frac{(\text{count}[C_S])}{(\text{count}[C_S] + \text{count}[C_N])}
\]
\[
\Pr[N] = \frac{(\text{count}[C_N])}{(\text{count}[C_S] + \text{count}[C_N])}
\]

where \( (\text{count}[C_S]) \) is the count of
spam e-mails, \( (\text{count}[C_N]) \) is the count of
non spam e-mails.

4- For an unlabeled message, \( X \),
evaluate the quantities \( \Pr[C_N|X] \) and
\( \Pr[C_S|X] \), where \( C_N \) denotes the class
of legitimate e-mail messages and \( C_S \)
is the class of spam e-mail messages:
\[
\Pr[C_j|X] = \Pr[X|C_j] \Pr[C_j]/\Pr[X]
\]
\Pr[X] represents the estimated data
about the incoming message, but it will
be ignored because it has no effect on
the first and second steps.

5- Label the message \( X \) as legitimate, if:
\[
\Pr[C_N|X] > \Pr[C_S|X]
\]
Else it is labeled as spam.

4-2 Features Extraction

A feature might be a single character, a word, an HTML token, a
MIME* attachment etc. Spammers and
users usually send simple language text
information but they may use other
types of information like URLs, links or
e-mail addresses. These features may
give some information to the filter. All
frequently used words like (end, or, for,
etc) will be removed. These words will
be found in a list. In most tokenize
machines the words are stemmed to the
morphological words for example
‘getting’ is converted to ‘get’.
The main advantages of applying word
stemming and frequently used word
removal is to take the actual value of
the words for accuracy and possible
improvement on classifiers’ prediction
accuracy by alleviating the data
sparseness problem.

4-3 Tokenization

The purpose of tokenization is to
transform the message in the mail
corpus into a uniform format that can be
understood by the learning and testing
algorithms. Tokenizing consists of

---

* MIME: Multipurpose Internet Message Protocol. This protocol is used to attach with an e-mail messages, a multimedia file like video, audio, or image.
separating a message into a list of tokens (words). Tokenization may be implemented on different parts of a message as the header, body or the attachment. The results of the Bayesian filter are affected by the quality of the tokenization method. However, the real problems may come from the spammers shuffle.

4-4 Spammers Obfuscation

Spammers are working like the hackers and crackers as they are trying to succeed in spreading the spam messages to be read by the e-mail users. The spam filters are real main problems to the spammers. The spammers are trying to find new gaps in the filters to pass through. Therefore our proposed filter combines several techniques to make these gaps very difficult to be located by spammers. We will elaborate on some of these gaps and how they are manipulated by our filter.

As was explained in the introduction, the spammers misuse the SMTP to send the spam. Some of the spammers send the spam with a faked header. The blacklist may be unable to detect the real information from the header. Because of the dependence of the blacklist on the header analysis, more information in the message will be checked as the subject, from the address. However, spammers could repeat the same subject or most words in the subject to match it with the incoming message.

Spammers are using the obfuscation to evade many types of filters. Fortunately the presence of obfuscation is often a strong indicator of spam. One of this obfuscation is the random character in the html mail; an example is:

Fr<!-hr5kkj90-->om la<!--ki61h7h6g9>st- - - - etc

The spammer uses the html comment to split the words to appear as unread words. To circumvent these attempts, we split the comments from the messages by adding more tolerations of spammers shuffle in our tokenize method. Such tokenization will remove the comments from the words.

Other type of spammer obfuscation on the mail is adding characters between the letters of the words that have high rated spam. For example: "Viagra" is represented as "V-i-a-g-r-a". This problem is solved as the following: the words that are not found in the tables will be isolated in the storage. Therefore the tokenization will remove all characters from every word, and pass them to the Bayesian testing. This toleration has been added to the tokenize method.

5- Results Evaluation

To examine the efficiency of the proposed filter, a set of inputs have been generated comprising spam and non-spam mails in a chronological order. The spam detected percentage and false positive percentage are calculated for each mail count. To check accuracy of the filter, one thousand of mails have been tested. Five hundred for each type of mail (spam and non-spam) has been considered. The results are illustrated Figure (3).

The false positive percent in the proposed filter decreases with the number of count mails. The spam detected percent increases with the increasing in the count of incoming messages. When the mails count reaches at least 280 mails, the two percentages almost stabilize showing less variation with the increasing count.

6- Conclusion

The proposed filter combining several techniques to filter the spam enhances the Bayesian filter in aspects of efficiency, speed and accuracy. Using this filter the users will be able to control what they need to read from the e-mail boxes. Also it reduces the time that may be lost by a human capability filter. Delphi language has been used to
develop a software package for the spam filtering at the client level. Delphi contains some efficient components that allow the control and retrieval of mails from the server mail box. The routines that comprise the proposed filter are developed as a dynamic link library. This allows the use of the spam filter within different environments.

The information collected for the Bayesian filter is stored in tables as SQL database which add power for storing and retrieving this information. To enhance the work and to add more accuracy, it would be desirable to extract more features from the message like colors, html attachment pictures and links. Each such feature will be expressed by a weight that depends on the user profile in training levels.
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Figure (1) Annual Spam Evolution

<table>
<thead>
<tr>
<th>Year</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998</td>
<td>73</td>
</tr>
<tr>
<td>1999</td>
<td>388</td>
</tr>
<tr>
<td>2000</td>
<td>425</td>
</tr>
<tr>
<td>2001</td>
<td>3021</td>
</tr>
<tr>
<td>2002</td>
<td>12448</td>
</tr>
<tr>
<td>2003</td>
<td>77440</td>
</tr>
<tr>
<td>2004</td>
<td>21870</td>
</tr>
<tr>
<td>2005</td>
<td>39147</td>
</tr>
<tr>
<td>2006</td>
<td>11986</td>
</tr>
<tr>
<td>2007</td>
<td>16754</td>
</tr>
</tbody>
</table>
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Figure (2) Flow of the Message through the Proposed Filter
Fig (3) Spam Detected Percentage and False Positive Percentage, Versus E-mails Count Chart