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Abstract 
       This paper presents efficient algorithms which are based on applying the idea 
of spectral method using the Chebyshev polynomials: including Chebyshev 
polynomials of the first kind, Chebyshev polynomials of the second kind and 
shifted Chebyshev polynomials of the first kind. New properties of Chebyshev 
polynomials are derived to facilitate the computations throughout this work.  In 
addition the convergence criteria for the proposed algorithms are derived. The use 
of the three algorithms has been demonstrated with example. 

Keywords: spectral method chebyshev polynomials quadratic optimal control 
QOC. 

  متعددات حدود شيبيشف وطريقة الطيف لمسألة السيطرة المثلى
  الخلاصة

هذا البحث يقدم خوارزميات كفوءة والتي استندت على تطبيق فكرة طريقـة الطيـف
متعددات حدود شيبيشف مـن النـوع الأول،: والمتضمنة  :  بأستخدام متعددات حدود شيبيشف   

 .ني، متعددات حدود شيبيشف المزاحة مـن النـوع الأول           متعددات حدود شبشف من النوع الثا     
  .أشتقت بعض الخواص الجديدة لمتعددات حدود شيبيشف لتسهيل الحسابات

 صيغة الاقتراب للخوارزميات  المقترحة، وأستخدام الخوارزميات الثلاثةاشتقت ذلك،   إلى أضافه
. بمثالوضحت

1. Introduction
Optimal control theory arises from 

the consideration of physical 
systems, which are required to 
achieve a definite objective as cheap 
as possible .The translation of the 
design objectives into a mathematical 
model gives rise to control problem. 
     Optimal control is an important 
branch of mathematics and the 
applications for it abound in 
engineering, science and economics 
[1], [2], [3], and [7]. 
     Optimal control is important in a 
large number of applications, and 

successful implementations have 
been reported in the literature. In 
particular the well known quadratic 
optimal control QOC problems have 
found wide acceptance. 
     The work throughout this paper is 
concerned with the QOC problems 
and is associated with finite time of 
minimizing a performance index 
subject to the linear control 
dynamics. 
     The LQOC problem can be stated 
as follows: 
Find the OC that minimizes the 
quadratic performance index 
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∫ +=
ft

t

TT dtRuuQxxJ
0

)(  

subject to the linear system state 
equations 

                                                                      
satisfying the initial conditions 
where nntA ℜ×ℜ∈)( ,  

mntB ℜ×ℜ∈)( ,  nx ℜ∈ , 
mu ℜ∈ , Q  is an  nn×  positive 

semi definite matrix , ,0≥QxxT  
and R  is a  mm×   positive definite 
matrix, 

0>RuuT  unless  0)( =tu . 
     There are a great number of 
papers that present approximate and 
numerical methods for finding 
optimal controls [4], [6],[8],[11] and 
[13]. 
     In this work, three kinds of 
Chebyshev Polynomials will be used  
with the aid of the spectral method 
to find the approximate solutions for 
the linear optimal control problem. 
2. Chebyshev Polynomials and 
Their Properties 
     There are several kinds of 
Chebyshev Polynomials. In particular 
we shall introduce the first and 
second kind polynomials )(xTn  and 

)(xU n  , as well as the shifted 

polynomials )(* xTn . 
 
 
 
 
2.1 The First Kind Chebyshev 
Polynomials )(xTn  [11] 
     The Chebyshev Polynomial 

)(xTn of the first kind is a 

polynomial in x  of degree  n  , 
defined by the relation     

θθ coscos)( == xwhennxTn

, [ ]1,1−∈x , ],0[ πθ ∈  
     The important Properties of )(tTn  
are: 

• The fundamental recurrence 
relation of Chebyshev polynomial 
can be obtained as follows 

        
               

,...3,2,)()(2)( 21 =−= −− nxTxxTxT nnn

                   
     where           

xxTxT == )(,1)( 10   
• The Chebyshev product formula 
is 

( ))()(
2
1)()( xTxTxTxT nmnmnm −+ +=

 
• The Chebyshev integral is        
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• The Chebyshev derivative is            

∑
−

−
=

=
1

0

)(`2)(
n

oddrn
r

rn xTnxT
dx
d  

      The differentiation operationl 
matrix of Chebyshev polynomials of 
the first kind TD  can be given as 
follows 
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    In the previous matrix it is 
assumed that n  odd .However, if n  
is even then the last row of TD  
becomes    [ ]0202020 Lmmm  
2.2 The Second Kind Chebyshev 
Polynomials )(xU n  [5] 
     The Chebyshev polynomial 

)(xU n of the second kind is a 
polynomial of degree n  in x  
defined by: 
 
                      

θ
θ

θ cos
sin

)1sin()( =+= xwhennxU n

                           
 
     The ranges of x  and θ  are the 
same as for )(xTn . 
The important properties of )(xUn  
are: 

• The  polynomial 
)(xU n satisfies the 

recurrence relation 
                         

,...3,2,)()(2)( 21 =−= −− nxUxxUxU nnn

                   
           with the initial conditions   

xxUxU 2)(,1)( 10 ==  
• New interesting formula 
concerning the product of 
Chebyshev polynomials of the 
second kind has been derived and 
given by the following lemma 

Lamma (1): 
       The product of Chebyshev 
polynomials of the second kind 

mn UU  is given by 

                                

∑
=

−+=
n

i
inmmn tUtUtU

0
2 )()()(                               

Proof: 
       The mathematical induction is 
used to prove this lemma. In order to 
establish the validity of this lemma, 
the following steps are needed: 

i) prove that the lemma is 
true for einn .1,0 ==  

mm UmmUU =
+

=
+

⋅=
θ

θ
θ

θ
θ
θ

sin
)1sin(

sin
)1sin(

sin
sin

0

 
 
  

 
 
 
 
 
 
 
and 
ii) for fixed 1−n  , assume 

that lemma (1) is true.  
Then prove that lemma (1) is true for 
n, with the aid of the following 
formula 

212 −− −= nnn UUxU  
We obtain 

mnmn

mnnmn

UUUUx
UUUxUU

21

21
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)2(
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i
inmmn UUxUU  

since  θcos=x , this yields the 
following result  
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By expanding the above formula, we 
get: 
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Then,  simplyfing the result to get the 
required result. 
 
• The differentiation operational 
matrix of  Chebyshev   polynomials 
of the second kind uD  can be given 
by 
 
 
 
 
 
 
 
 
 
 
In the previous matrix it is assumed 
that n  is odd. 
However, if n  is even then the last 
row of UD  becomes 

[ ]n201208040 L
 
The integral of )(xUn is          

tconsxT
n

dxxU nn tan)(
1

1)( 1∫ +⋅
+

= +

2.3 The First Kind Shifted 
Chebyshev Polynomial )(* xTn  [5] 
       The shifted chebyshev 
polynomials )(* tTn are defined in the 
interval ]1,0[∈x  as  

)12()()(* −== xTtTxT nnn  

       These polynomials can be 
generated by noting 1)(*

0 =xT  , 

12)(*
1 −= xxT   

       The important properties of 
)(* xTn  is  

• The recurrence relation 
• The product of two shifted 

Chebyshev polynomials is 
                         

( ))()(
2
1)()( **** tTtTtTtT mnmnmn −+ +=                                

• The differentiation operation 
matrix of shifted Chebyshev 
polynomials of the first kind 

*
TD  is 

            
            
  
      
       
        
 
 
The matrix *TD is an ( mm× ) 
matrix. Note that the matrix is square 
exactly because the derivative of a 
polynomial is a polynomial of lower 
degree. 
       The matrix has a row of zeros 
because the derivative of a constant 
is zero. 
 
3. Spectral Method for OCP 
     In this method the solution is 
assumed to be a finite linear 
combination of some sets of analytic 
basis functions. However, as the 
number of basis functions increases 
we might be able to get more 
accurate solution to QOC problems. 
The most important practical issue 
regarding such method is the choice, 
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type, of the basis functions{ }iφ . 
Throughout the work, in this chapter, 
the basis functions that will be used 
are: Chebyshev polynomials of the 

first kind{ }iT , Chebyshev 
polynomials of the second kind 
{ }iU and shifted Chebyshev 

polynomials of the first kind{ }iT ∗
. 

 
   The spectral method for a finite 
LQOCP is described as follows: 
 
•  Write the necessary conditions to 
determine the optimal solution of the 
finite LQOCP  

λTBBRAxx 1

2
1 −−=&      ,       

λλ TAQx −−= 2&    ,      

λTBRu 1

2
1 −−=                     

                                                           
with the initial conditions ( ) 00 xx =  

and the final conditions   ( ) 0=ftλ .  
 •   Choose a set of state and   adjoint 
variables   and   then   approximate  
them by using a finite length series 

iφ .  

     ∑
=

=≈
N

i
iij

N
jj tatxtx

0
)()()( φ ,           

∑
=

=≈
N

i
iij

N
jj tbtt

0
)()()( φλλ     

; qj ,,2,1 K=                                                                      
         
The remaining )(2 qn −  state and 
adjoint variables are obtained from 
the system state and the system 
adjoint equations. 

•   Form the )22( NNq ×  system of 
linear algebric equations of the 
unknown parameters ija  and ijb ;   

Ni ,,2,1 K= , qj ,,2,1 K= , from the 
unused state  and adjoint equations as 
well as from the initial and final 
conditions. That is the )22( NNq ×  
system of equations can be formed 
from the equations: 
             

i
T

ij BBRAxtx λ1

2
1)( −−=&        

i
T

ij AQxt λλ −−= 2)(& ,   
nqqj ,,2,1 K++= ;   ni ,,2,1 K= . 

  with the conditions  0)0( xx j =  and 
0)( =fj tλ  ; nj ,,2,1 K=  

The approximations for the state 
variables )(txN

j
 and the adjoint 

variables )(tN
jλ ; nj ,,2,1 K= , can be 

written in a matrix form 
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The two matrices can be written in 
the form  

αφ=x  and βφλ =        … (2) 
                                                                                                                                   
Differentiating the systems with 
respect to  t  to obtain 
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φα && =x    ,   
  φβλ && =                         … (3) 

                                                                                                
where the matrix  φD  is the 
differentiation operational matrix of 
the basis functions φ . 
     Now, the approximations (2) and 
their derivatives (3) are inserted into 
eqns. (1) and equate the coefficient 
of the bases functions iφ  to yield                 

βφαφφα φ
TBBRAD 1

2
1 −−=   ,   

βφαφφβ φ
TAQD −−= 2      …(4)                                    

                                      
Both the initial conditions and the 
final conditions can also be 
expressed using the basis functions 
φ  at  0=t  and  ftt =  
respectively to obtain the equations 

∑
=

=
N

i
iij xa

0
0)0(φ          ∑

=

=
N

i
fiij tb

0
0)(φ      

;   nj ,,2,1 K=                     … (5) 
     The resulting system which we 
obtain from equations (4),(5) can be 
solved by using Gauss elimination 
procedure, with pivoting, 
to find the unknown parameters 

ija and  
ijb ;  ni ,,2,1 K=  ;   

qj ,,2,1 K= . 
•   Approximate the performance 
index  

                             

∫ +=∗
ft

TTTT dtRQJ
0

)( γφγφαφαφ  

where  ∗J  is the approximate value 
of  J . 
Let  MQT =αα  and  SRT =γγ , 
then 

   ∫ +=∗
ft

TT dtSMJ
0

)( φφφφ                              

Now, the numerical solution has been 
obtained by using three types of basis 
functions iφ ;  

Ni ,,1,0 K= .( ))(),(),( * tTtUtT iii  
 

4. The Convergence Test for 
the proposed Algorithms:[5] 

        In the spectral method, the state 
and adjoint variables are expanded 
interms of a set of orthogonal 
functions (basis set) or at least 
linearly independed set, 
                                                

∑
∞

=

=
1

)()(
k

kiki tbt φλ                

ni ,,2,1 K=                         
 
        It is not possible to perform 
computations on an infinite number 
of terms, therefore; we must truncate 
the above series. That is we take   

∑
=

=
N

k
kikiN tatx

1

)()( φ        and         

∑
=

=
N

k
kikiN tbt

1

)()( φλ  

    so that 
          
                                           
                                                               
        we must select coefficients such 
that the norm of the residual function 

)(tr  is less than some convergence 
criterion ε  , where 

))(,),(),(max()( 21 trtrtrtr NK= . 
        Now we will return to the 
question of how large N must be 
later.     There is a convergence test 

∑
∞

=

=
1

)()(
k

kiki tatx φ

)()()()()(
1

trtxtatxtx iiN
Nk

kikiNi +=+= ∑
∞

+=

φ
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that must be used with spectral 
method. It is to do with the number 
of terms kept in the basis set N. The 
most useful test of convergence in 
terms of N comes from examining 

the 2L  norm of ix  and iλ , 
ni ,,2,1 K= (the state and adjoint 

variables that is approximated), i.e.,           

( ) i

b

a
iNi dttxtx ε<








−∫

2
1

2)()(     

and        

( ) i

b

a
iNi dttt ελλ <








−∫

2
1

2)()(  ,  

Let ),,,max( 21 nεεεε K= , 
therefore 
                ( ) ε<








−∫

2
1

2)()(
b

a
N dttxtx

    and     

( ) ε<







−∫

2
1

2)()(
b

a
N dttxtx

 

for all N greater than some value 

0N . Since we do not know )(tx  

and  )(tλ  , we replace the 
presumably better approximation 

)(tx MN+   and  )(tMN+λ   , where 
1≥M  

            ( ) ε<







−∫ +

2
1

2)()(
b

a
NMN dttxtx

    and      

( ) ε<







−∫ +

2
1

2)()(
b

a
NMN dttxtx

 

4.1 The Convergence  Test for 
Spectral Method Using )(tTn [9] 
     If Chebyshev polynomials of the 
first kind are used to approximate 
both the state and adjoint variables, 
we will get  
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1 11
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                 ⇒              

ε<∫∑ ∑
−

+
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+
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dttTtTaa ji

MN
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Nj
ji )()(

1

11 1

                             
Since    

( ))()(
2
1)()( tTtTtTtT jijiji −+ +=

    
Therefore, 

( ) ε<+∫∑ ∑
−

−+

+

+=

+

+=

dttTtTaa jiji

MN

Ni

MN

Nj
ji

1

11 1
)()(

2
1

4.2 The Convergence Test for 
Spectral Method Using )(tU n  
   If Chebyshev polynomials of the 
second kind are used to approximate 
both the state and adjoint variables, 
we will get  
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                    ⇒         
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∑
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i

k
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0
2 )()()(   

Therefore,  
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4.3 The Convergence  Test for 
Spectral Method Using )(tT n

∗  
            
     If shifted Chebyshev polynomials 
are used to approximate both the 
state and adjoint variables, we will 
get  
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2
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Therefore, 
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ji

1

01 1
)()(

2
1

Test Example  
Example (1): 
    Consider the finite time quadratic 
problem  
 Minimize        

                              ( )∫ +=
1

0

22 dtuxJ                                      

subject to       ux =& ,  1)0( =x  
                                                           

The exact solution to this 
problem is given by 

 
1cosh

)1cosh()( ttx −
=             and             

1cosh
)1sinh()( ttu −

−= , 

while the exact value of the 
performance index is  

761594156.0=J .when we using  

)(tTn and )(tUn , the time interval 
[ ]1,0∈t  of the optimal control 

problem is transformed into the 
interval [ ]1,1−∈τ  using the 

transformation 12 −= tτ  
     This transforms the optimal 
control problem in example (1) into: 
Minimize        
                              

( )∫
−

+=
1

1

22

2
1

τduxJ                                       

subject to         ux
2
1=&    ,    1)1( =−x  
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In order to apply the spectral method, 
one first finds: 
•   The Hamittonian:   

( ) uuxH λ
2
1

2
1 22 ++=  

•   The adjoint equation:     x−=λ&  
•   The sufficient condition for 
optimality: 

0=
∂
∂

u
H     0

2
1 =+⇒ λu  

Therefore                       λ
2
1−=u                                                           

                    

•   The final system is:      λ
4
1

−=x&     

,     x−=λ
&                                                                                                            

with the boundary conditions:    
1)1( =−x    ,    0)1( =λ                                                                                              

                                                                                                           
In order to apply the spectral method, 
one first finds: 
 
•   The Hamittonian:    
The adjoint equation: 
• Thesufficient condition for 
optimality: 

0=
∂
∂

u
H     02 =+⇒ λu  

Therefore                     λ
2
1−=u                                                                                                                                                                  

•   The final system is:          

λ
2
1

−=x&  ,   x2−=λ&                                                                                                                                           

                                                                                                      
with the boundary conditions: 

1)0( =x   ,    0)1( =λ                                                                                                           
5. Discussion 
The spectral methods have some 
advantages, some of these 
advantages are: 

• The obtained solution using 
spectral methods can be 
implemented easy. 

• In a simple way, equal 
number of equations and 
unknown parameters can be 
obtained, that is, square set of 
equations, so that, Gauss 
Eliminations, with pivoting, can 
be used to find the unknown 
parameters. 
• An accurate approximation, 
using the above technique, 
depends on: 

 
(i) The number of  basis 

functions )(tiφ  , i.e., as 
the order of the basis 
function  increases, the  
approximate  
performance value will 
converge to the optimal 
value when the 
following stopping 
criterion is satisfied: 

      ε<− +=
∗

=
∗

1NiNi JJ  
where ε   is a small prescribed 
value. 
(ii) The type of  the basis 

functions. 
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Tables (1), (3) shows the 
approximate values for ∗J  by 
applying the algorithms with 

)(tTN ,  )(tU N  and )(tTN
∗ for 

different values of N . 
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